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Introduction  

In this presentation, we want to discuss the essential and disconcerting role of information and 
communication technology (ICT) in the current military doctrines and strategies establishing a 
“Revolution in Military Affairs”. 

Life is going to be digital, so is warfare. The concept of Revolution in Military Affairs (RMA) 
describes how military doctrines and strategies change fundamentally if new military technologies 
arise. Under President George W. Bush, RMA has become the baseline of defense policy and 
armament planning of the Unites States (cf. Joint Vision 2010 [1] and Joint Vision 2020 [2]). Its 
objectives are a global network of battle units including unmanned combat vehicles, precision strikes 
to minimize collateral effects and remote operations to spare own soldiers lives. The necessary key 
technologies are computers (synonym for ICT) with ICT–driven weapon development and the further 
establishment of command-control-communication-intelligence infrastructures (C3I). 

Computers and weapon technology: a quick walk through history  

First computers came up in the 1940s: Konrad Zuse´s developments financed by Deutsche 
Wehrmacht; similar military developments in Great Britain and the United States. In the following 
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three decades after World War 2, the classical case of dual-use dominates: military-driven develop–
ment of ICT with rapid evolvement of civil computer applications. Computer professionals became 
aware of the massive use of computers in weapons not before the 1980s. The political situation in 
Germany and, in particular, the deployment of Tomahawk (cruise missile, early kind of drone) and 
Pershing II (ballistic missile) triggered the foundation of FIfF (Forum Computer Professionals for 
Peace and Social responsibility) in 1984. (See [3,4] for more details.) 

Dual-use reversed into its contrary 

Today´s military computers and communication systems are mainly based on civil technology. 
Hardware and software technologies are too complex to be designed from scratch, they need a kind of 
evolution. The maturing of technology has been based on a myriad of civil applications. ICT–driven 
weapon technology is inevitably based on civil research and development, resulting in a spreading grey 
area: 

example 1: drones, controlled via global communication networks, vision sensor technology, etc.,  
example 2: autonomous unmanned combat vehicles (popularly called killer robots), driving force 

for RoboCup etc. 
Concerning the security euphemism (security research, security architecture, security technology, 

etc.), industrial strategies and government policies support that the demarcations between civil and 
military security become blurred: 

example 1: integration of the Forschungsgesellschaft für Angewandte Naturwissenschaften (FGAN) 
in die Fraunhofer-Gesellschaft (FhG) with the establishment of the Fraunhofer Group for Defense and 
Security, civil and military security research now under one roof, cross-fertilization explicitly intended, 

example 2: BMBF (Ministry of Education and Research) research strategy, BMBF and BMVg 
(Ministry of Defense) minister`s recent statements, 

example 3: the European Commission’s security research program (1 400 000 000 €).  
The consequences for universities and federal research facilities are that they make profit from 

trickle–down effect simultaneously undermining civil clauses due to loss of transparency. The 
consequences for the individual computer professional are the difficulty of reasoning and the 
uncertainty of taking bearing in their professional environment. (Confer [5,6].) 

Intrinsic challenges of ICT-based weapon systems and military infrastructures  

Complexity and invisibility of embedded ICT tends to blur public conscience by misinformation 
and disinformation. Hiding real warfare behind computer screens lowers the threshold for approval. 
The consequence for global political developments is that weapons with effects remaining under the 
public perception threshold constitute a grey area of proliferating non-declared wars (e.g. cyber 
attacks, drone strikes). 

example 1: cyber weapons in face of the vulnerability of civil life due to increasing penetration by 
ICT infrastructures,  

example 2: drones from 'civil' applications to stealth missions; excessive pool of ICT inside and 
behind, inexorable development towards autonomous combat air vehicles. 

Evolving technology, driven by research in Artificial Intelligence, is a core business of computer 
science. The further development of armed robots and robot arms will lead to weapons that decide 
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autonomously what they destroy and whom they kill. Therefore, a debate on ethics arises 
unavoidably: Who is responsible? How can the laws of war (like the Geneva Convention) be respected 
by machines? Is ‘computer ethics’ an option? (Confer [7,8].) 

 

Message to the concerned computer professional 

Stop sleepwalking into a technology-driven "defense" policy, and try to recognize a potential 
involvement in weapon development, military budget resources etc., contribute to public awareness. 
Consider to foster a rigorous ban of all weapon systems which shirk public control like is demanded 
for autonomous combat vehicles by the International Committee for Robot Arms Control (ICRAC). 
Unveil the abuse of the dual-use term, and employ your expert knowledge to enhance public 
awareness. 

A more elaborated discussion can be found in [9]. 
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