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Abstract: Genetic algorithms are search and optimization techniques which have their origin and 

inspiration in the world of biology. They provide very good results in different kind of problems, but 

they are not free of complications. One of the most common problems that may arise with these 

techniques is that, despite a few generations obtain an approximation to the solution of the problem, they 

need considerably more to adjust to the final solution. To solve this problem Nature gives us, another 

time, a valid option. Fine Tuning techniques can model this transmission of knowledge between 

generations making slight variations in offspring before inserting it into the next generation. For its 

implementation, a new individual is generated from a solution (non best), changing slightly their genes. 

It can be performed by means a new Genetic Algorithm, with a lower number of individuals and its own 

configuration. On this way, solutions avoid local minima and introduce more variability in the global 

population that increase the possibilities to achieve the best solution. The developed solution uses this 

approach within a generic tool that makes possible that the user provides their own fitness functions to 

add any kind of problems. The software will allow to parametrize the execution and will show several 

graphics to control the evolution. Furthermore, to minimize the time for obtaining solutions the 

assessment of individuals is made under a distributed scheme. The control of the implementation of 

Genetic Algorithm will be made from a master computer, which delegated to other slave devices for 

evaluation and, if necessary, apply fine tuning. 
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1. Introduction 

Genetic Algorithms (GA) [1,2]  are one of the 

techniques included within the field of 

Evolutionary Computation. Since they were 

introduced in the work of Holland, they provided 

excellent results in very different fields of 

applications [3-10]. The main advantage of this    

technique is related with the fact that the user only 

need to know a way to evaluate the goodness of a 

solution to rank it instead of the need to know a 

formal/deterministic way to solve it. 

But one of the most common issues of this kind 

of algorithms is related with the local minima: 

GAs are so good to make an approximation to the 

optimal solutions, but need a huge number of 

generations to reach the best solution.  

 

2. Results and Discussion 

This paper presents a proposal to prevent the 

AG can run around a local minimum trying to 

improve the fitness of genetics individual in each 

generation 

There are different methods to locally improve 

the fit of an individual [11-14]: hill-climbing, 

neural networks, fitness sharing... But most of 

these methods present a similar problem: their 

dependence with the problem that the GA tries to 

solve. Our approach is based on perform fine 

adjustment by a recursive use of GA, so 

dependency problem is solved. Roughly Fine 

Tuning technique using GA consists on apply a 

new (brief) GA evolution to each individual in the 

population so it attempts to model the  

transmission of knowledge from one to another 

generation by means of the acquisition of 

information of each individual (see Figure 1).  

The application of Fine Adjust techniques tries 

to conquer that during the implementation of GA 

no stagnation occurs in areas of local minima. 

Furthermore, these small variations in the 

offspring attempts to prevent the GA explore with 

greater profusion to the desired pass these areas 

and exploring new regions of the search space 

(increase heterogeneity). 

Of course this approach introduces an overhead 

due the bigger number of evaluations required. To 

solve this question, a master-slave schema is 

proposed, as Figure 2 represents. 

 

 
 

Figure 1. General schema for Fine Tuning 
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Figure 2. Communication schema between subsystems under distributed evaluations 

 

3. Materials and Methods 

The approach explained in this short paper is 

part of a Phd. Thesis [11] where it was used as 

support for several methods developed to address 

the feature selection process under multimodal 

search spaces [12-15]. The tool was implemented 

within a library in VisualC++  [16] to leverage its 

high performance and the user interface was 

developed in Delphi [17] to produce a good user 

experience when setting the method, check the 

evolution, configure the distribution or reviewing 

the results (see Figure 3)

 

  

Figure 3. Screenshots to check the execution (left) and results (right) phases 

 

One of the advantages of the system is the 

possibility to add new problems in an easy way.  

If a user want to optimize this problem using 

GAs (and optionally using the Fine Tuning 

approach) he only needs to provide a library 

problem (a DLL  file) that describes the way how 

the fitness is evaluated in several functions to 

allow the communication with the user interface. 

These functions are the following: 

 

• void FAR PASCAL Inicializar() 

This function is called from the user interface 

to initialize the problem, so it should read the 

datasets, initialize the genetic individuals 
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(number of genes, limits for each one of 

them…) 

 

• void FAR PASCAL Finalizar() 

Releases memory and other locked resources. 

 

• void FAR PASCAL GetNumeroVariables() 

It is used to pass the number of genes required 

graphical interface 

 

 

• __declspec(dllexport) float Evaluar(float* 

genotype, int nGenes) 

The most important function. The genetic 

library will call it, so it is necessary to use this 

nomenclature to allow that remote call. It will 

return the fitness of the individual passed as 

argument 

 

• __declspec(dllexport)void SetParametros(char 

**lArgs, float *argsNum) 

This function, called from the distributed 

evaluator, will indicate to the slave 

equipments the problem parameters.  

 

4. Conclusions 

This short communication presents a simple 

modification over the Genetic Algorithm standard 

functioning to reduce the number of evaluations 

required to achieve the final solution by means of 

a fine tuning approach. This new approach is 

coded within a tool that also allows to distribute 

the computation requirements along different 

machines in an asynchronous way to reduce the 

computational time needed. This tool include a 

library with the evolutionary algorithm, where the 

user can add their own functions with a minimum 

effort and an elemental programming skills. 

Finally, the tool offers a graphical interface that 

provides an easy way to parametrize the problem, 

check the GA evolution and review the results of 

the execution. 
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