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Abstract: This paper describes a new approach to autonomic computing that brings self-managing 

properties to applications and workflows of applications using a new computing model inspired by 

the functioning of the Turing Oracle Machine discussed in Alan Turing’s Thesis. This approach, 

based on an effective management of the knowledge about the function, the structure and the 

fluctuations of the managed workflow, makes it possible to create an interoperable global network 

of clouds that can be used to support self-provisioning workloads with auto-scaling, auto-failover 

and live migration, guaranteeing the required level of QoS without disrupting user experience. 
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1. Introduction 

Every IT workflow, either in scientific computing or business process management, is made up 

of several distributed, autonomous, interacting software components cooperating with each other to 

reach a common goal. The performance of each workflow, as well as its availability, robustness, 

resiliency, security and cost are the result of the combination of the workflow design, how it is 

deployed and the hardware characteristics of the machines hosting its components. 

For many years workflows have been designed with a static context: each component is 

replicated multiple times to guarantee high availability and it runs on machines that are able to 

handle the highest estimated workload peaks without performance degradation. This robust but 

expensive and inefficient way to deploy workflows have been made outdated by the advent of Cloud 

Computing [1] and the concept of “* as-a-service” solutions (Infrastructure, Network, Storage and so 

on). Clouds and, more recently, SDN [2] and virtual networking technologies [3] have completely 

modified the way workflows are designed and, more important, managed.  

The components of workflow are no more tightly coupled with each other or to the hosting 

hardware: in cloud-native workflow each component has to be designed stateless, addressable by 

logical name (location transparency) and able to interact with other components using asynchronous 

messages. Those characteristics, associated with the flexibility offered by the API of Cloud providers 

(which allows to build any type of hardware infrastructure with any configuration in terms of CPU, 

memory, network bandwidth and latency, storage capacity, IOPs and throughput), make possible a 

more effective management of the workflow that can dynamically balance between performance and 

cost.  

Current state of the art allows creating virtual machine images of servers or containers on 

demand by using the services of the cloud provider. Cloud providers also support self-provisioning, 

auto-scaling and high availability zones. Other third party tools and point solutions also allow these 
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virtual machine images or containers also to be deployed on different clouds. However these 

approaches suffer from two fundamental limitations: 1) vendor lock-in makes difficult their 

integration and 2) the lack of common, shared knowledge makes impossible an effective coordination 

of them. 

This paper briefly introduces the DIME computing model [4-6], an innovative approach that 

uses a computing model inspired by the Turing Oracle Machine to demonstrate that any workload 

can be endowed with self-provisioning, auto-scaling, self-repair and live migration to any computing 

infrastructure without disrupting user experience.   

2. Toward cognitive computing  

According to Prof. Mark Burgin “efficiency of an algorithm depends on two parameters: power 

of the algorithm and the resources that are used in the process of solution. If the algorithm does not 

have necessary resources, it cannot solve the problem under consideration.” The Turing computing 

model addresses how the computation is executed but it does not address the allocation and the 

management of resources needed to complete the computation. In the datacenter, the computing 

resources required for the computation depend both on their availability in terms of CPU, memory, 

network bandwidth, latency, storage capacity, IOPs and throughput characteristics of the hardware 

and also on the nature of the algorithm (the software). The efficiency of execution (i.e. the function) 

of the computation depends upon managing the dynamic relationship of the hardware and the 

software (i.e. the structure) to monitor the fluctuations and adjusting the resources to execute the 

computation. Often, based on the function of the computation, the structure of the computing 

resources may be altered (scaling, migration etc.) to meet the fluctuating demands for resources 

dictated by the computation. Thus function, structure and fluctuations dictate the evolution of 

computation.  

In order to improve the efficiency of computation, the knowledge of how to manage the 

dynamics that is outside the purview of the computation is necessary, as well as an external model 

that integrates the computer (the hardware resources), the computed (the software), and the 

monitoring and management of their evolution in a consistent way. The DIME computing model 

implements a knowledge-driven, agent-based architecture (with a modified Turing Oracle design [7]) 

able to configure the components of a workflow and their hosting machines, monitor them and 

control their evolution to deliver their intent.  

 

3. Cognitive Distributed Computing and Application Area Network 

This section will describe the workload implemented as an Application Area Network (AAN) 

and its related hardware resources implemented as Distributed Computing Cluster (DCC) of 

resources.  

The workflow described here is a real-word e-commerce application composed of 3 basic 

components: 

 A web page, i.e. a virtual host on Apache HTTP Server, acting as front-end or 

“presentation layer”: it collects all the input coming from users and forward it to the 

business layer. 

 A web application, i.e. a java program hosted by an Apache Tomcat, acting as back-end 

or “business layer”: it elaborates all the requests coming from the users, reading and 

writing on database when needed. It should be noted that the business layer could be 

decomposed in several java applications, each one executing a specific backend 

operation.     

 A database, hosted by MySQL DBMS, representing the “data layer”: it stores all the data 

and represents the status of the application. Being the only component storing data, it 

should be managed in a consistent way if replicated.  

In order to improve scalability, the virtual host and the java application have to be stateless, 

interacting via asynchronous message-passing solution and their sessions have to be stored on client-
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side. All the three components including the MySQL database, have to be addressable by logical 

names. 

Figure 1 shows current implementation of the Distributed Computing Cluster as a globally 

interoperable cloud network (with 10 different cloud providers). 

 

 

Figure 1. Globally Interoperable Cloud Network 

First, a blueprint defines a static view of the workload, defining it in terms of its components 

(AAN). It contains details about where to find the needed software (i.e. the executable and/or specific 

configuration files) or how the components have to be configured (e.g. if they need to be directly 

exposed to the web, to be behind a load balancer or firewall or to be the master or the slave in a 

replication schema). It is important to note two fundamental aspects on this type of description: 

 All this information is free of any hardware choice. 

 It assumes that all aspects that require knowledge about the dynamic relationship of 

hardware and software, such as location transparency (DNS management, Load 

Balancing operations), security (firewall, IDS/IPS) and consistency (HA/DR), are 

automatically managed by the cognitive layer of the DIME Network Architecture, that 

represents the mediation point between the hardware and the software. It is able to act 

“as an oracle (of Delphi mentioned by Alan Turing in his thesis)” thanks to its ability to 

reasoning, in a decentralized fashion, on a global knowledge about the environment. 

The last aspect is very important because it allows to overcome the vendor lock-in and enables 

the creation and dynamic management of a globally, interoperable cloud network on top of 

autonomous, independent and competitive infrastructure provided by myriad cloud providers. 

Once the workflow composition is defined, its intent/goal must be added to the blueprint. This 

is usually defined in terms of performance, robustness and cost. The expected performance is given 

in terms of number of machines and in terms of constraints about the amount of their resources (CPU, 

memory, network bandwidth and latency and storage capacity, IOPs and throughput) and the 

threshold values when it is needed to address fluctuations. A trade-off between robustness and cost 

is used to decide how to address fluctuations both in workload demand and the available resource 

pools.  

The definition of the expected performance translates the workflow blueprint in an 

infrastructure blueprint, which specifies the appropriate servers, storage and network (the DCC) 

requirements and represents the input for the workflow deployment. It is important to note that it is 

possible both to specify a direct mapping between a workflow component and a specific machine or 

define the list of wanted hardware characteristics (in terms of list of hardware resources or in terms 

of flavor, i.e., predefined set of given amount of resources). 

Also in this case, it is important to note that the mapping between the components and the 

machines, i.e. the deployment of the workflow on top of the resources available on the multi-cloud 

network, is automatically managed (self-provisioning) by the cognitive layer of the DIME Network 

Architecture. This happens because some of the information needed to satisfy the workflow 

performance constraints (e.g. estimation for Recovery Time Objective/Recovery Point Objective in a 
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scaled database or Disaster Recovery solution, which involves knowledge about two independent 

and autonomous machines belonging to two different providers) can be obtained only by a higher-

level workflow manager (i.e., the DIME manager itself , which is aware of the two machines) , not by 

any of the actors involved in the workflow (neither software components nor resources provider) 

due to their “lack of global knowledge” (in this case, the IP addresses of all the machines).  

The last step before the workflow deployment consists of defining all the corrective actions that 

have to be undertaken to effectively react to a deviation from an expected behavior. These corrective 

actions are defined in the workflow blueprint as policies (following the schema < IF deviation THEN 

action >) and represent a fundamental extension for enabling a cognitive-aware, proactive management. 

Each policy, which can be specified also at execution-time, can have a local or a global scope, can 

involve only one or multiple components of the workflow, can be execute only one time or can be 

persistent, can be predefined or specified by the user. Figure 2 shows a blueprint with different details 

for each component of the workflow. 

 

 

Figure 2. Example of Blueprint 

An example of default and predefined policy is the self-repair of a component or a workflow: if 

a specific action is not defined, each time a fault occurs the DIME Workflow Manager tries to restart 

the component and, if it is not possible, restarts it in an another (or new, if needed) machine to 

guarantee the defined degree of availability. A more complex example of self-management capability 

provided by the policy-based solution is the auto-scaling of a database as a reaction to an unexpected 

increment of workload. The scaling, in fact, requires the knowledge about the workload, the ability 

to modify the workflow structure of the workflow to add a new copy of a component, the ability to 

modify the hardware infrastructure to spin up of a new machines (including the ability to interact 

with several resource providers, both private and public), the ability to save, move and restore date 

on different machines, the ability to modify the content of some services (such as DNS or load 

balancer) to guarantee the location transparency and more important, a consistent data 

synchronization across all the replicas.  

Once deployed, the workflow starts its execution and the DIME Workflow manager will 

guarantee that it executes with the expected QoS, managing effectively any type of fluctuation that 

could deviate it from the optimal behavior.  

A video example can be find at https://youtu.be/tu7EpD_bbyk . 

https://youtu.be/tu7EpD_bbyk
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4. Conclusion  

This paper has described an implementation of a globally interoperable cloud network and 

demonstrated how workloads can be endowed with self-managing properties to cope with large scale 

and fluctuations both in workload demands and available resource pools. This approach provides 

the enterprise business owner end-to-end service visibility and control and the ability to leverage 

disparate heterogeneous cloud infrastructures without either the dreaded vendor lock-in or the 

complexity of myriad point solutions and tools. It provides a new level application layer availability, 

security and compliance across the cloud network using private or public network connectivity.  

Theoretical results [8-10] demonstrate that Dime Computing Model extends the current 

computing model by infusing sensors and actuators into the conventional models of computation, 

such as Turing machine, as well as in more advanced models, such as inductive Turing machine, 

supplying cognitive behavior with super recursive computing. It is also proved that the DNA model 

is more efficient, powerful and expressive than the current Turing model based recursive 

computations. Consequently, the Dime Computing Model can essentially increase power and 

possibilities of the contemporary information processing technology 
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