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Abstract: Breast cancer is the type of cancer that affects women the most frequently in the world. 

Additionally, it is the biggest cause of death for women. For the detection and treatment of breast 

cancer, there are numerous imaging techniques. For medical image analysts, making a diagnosis is 

arduous, routine, time-consuming and tedious. Additionally, the growing volume of ultrasounds 

to interpret has overloaded practitioners and analysts. In the past, researches have been done with 

mammogram images. The research aims to take a different approach. The hypothesis is that by us-

ing artificial intelligence (AI) for ultrasound analysis, the process of computer-aided diagnosis 

(CAD) can be made, effective, interesting and free from subjectivity. Research’s purpose is to classify 

benign (non-cancerous), malignant (cancerous), and normal samples. The dataset contains 780 im-

ages in total. Data were split 70% for training and 30% for validation. In this dataset, data augmen-

tation and data preprocessing are also applied. Three models are used to classify samples. While 

ResNet50 scores 85.4% accuracy, ResNeXt50 scores 85.83%, VGG16 scores 81.11%. Making the diag-

nosis by artificial intelligence will provide relief in the field of medicine. Computer vision models 

may be used in medicine. Therefore, providing more data and testing data more broadly will im-

prove the model. 

Keywords: breast cancer; classification; deep learning; ultrasound images 

 

1. Introduction 

Breast tissue is the starting point of breast cancer. A mass of tissue is produced when 

breast cells mutation and grow out of control (tumor). Breast cancer can spread to the 

tissue surrounding your breast, just as other types of cancer. Although the symptoms of 

breast cancer vary from person to person, sometimes it does not show any symptoms. 

Common breast cancer symptoms are nipple discharge or redness, change in breast size, 

etc. When the causes of breast cancer, which is formed by the division and proliferation 

of abnormal cells, are investigated, the initial cause cannot be clearly understood. How-

ever, there are many factors that increase the risk of breast cancer. These factors are being 

over 55 years old, genetics, family history, alcohol, smoking, radiation, obesity, etc. In the 

diagnosis of breast cancer, testing may be requested in addition to the medical history and 

symptoms. Devices that can be used for this are mammogram, magnetic resonance imag-

ing (MRI), positron emission tomography (PET) scanning and ultrasonography [1]. In the 
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scope of the study, ultrasonography images were used. This research dataset contains 3 

classes. These are benign, malignant, and normal ultrasound images. The purpose of the 

research is to classify these 3 classes with deep learning models. Diagnosis of diseased 

patients from ultrasound images could be vital for time and accuracy because of the grow-

ing volume of patient images. The novelty and main contributions of the study are as 

follows: 

• Within the scope of the study, multi-class classification was made on breast cancer 

ultrasound images. Thus, unlike the binary classifications in the literature, benign 

and malignant classes of breast cancer can also be detected. 

• Instead of using the ultrasound images directly, various preprocessing and augmen-

tation processes have been applied. This contributed positively to the classification 

results. 

• The most appropriate classification model was determined by comparing the results 

for breast cancer detection using more than one deep learning model. 

• Convolutional neural networks-based deep learning models are customized to be 

suitable for the detection of breast cancer classes. 

2. Related Works 

When the literature is researched, it is seen that many different classification studies 

have been carried out using deep learning on breast cancer images. Burçak et. al. as a 

result of the classification performed by combining the DCNN model and SVM ReliefF 

models on the BreakHis dataset, it reached F1: 92%, Precision: 93%, Sensitivity: 92%, AUC: 

97.8% in 40x images [2]. Lin et. al. using the breast cancer images taken from the BSCS site, 

91.3% accuracy was achieved as a result of AlexNet, ResNet101, and Inception v3 models 

[3]. Zaalouk et. al. as a result of the classification performed by the Xception model on the 

BreakHis dataset, while the learning rate was 0.0001 in 40× images, it reached f1: 100%, 

precision: 100%, Sensitivity: 100%, AUC: 100% accuracy: 100% [4]. Escorcia-Gutierrez as a 

result of the classification performed by ADL-BCD technique on the Mammographic Im-

age Analysis Society (MIAS) dataset, F1: 92.75%, Precision: 93.54%, Recall: 92.15%, Speci-

ficity: 95.9%, Accuracy: 96.07% in 40x images [5]. Wang et. al. as a result of the classifica-

tion performed with the CNN-GRU model on the PCam dataset shared on Kaggle, Accu-

racy: 86%, Precision: 85%, Sensitivity: 85%, and F1 score: 86%, and AUC: 89% [6]. 

In the literature, it is seen that mostly VGG, Inception, and ResNet deep learning 

models are used in the classification of breast cancer images, especially on datasets ob-

tained from many different hospitals. Within the scope of this study, different from the 

literature, classification processes were carried out on open-source breast cancer ultra-

sound images with three different deep learning models on randomly distributed datasets 

as 70% train, 30% validation, and test. 

3. Materials and Methods 

An open-source dataset on the Kaggle platform [7] was used to classify breast cancer 

images. This dataset collected from 600 patients aged 25 to 75 years in 2018 was obtained 

by Al-Dhabyani et al. shared as open source [8]. Class type, quantity, number, percentage, 

and train, validation/test information regarding this dataset are given in the tables below. 

Table 1. Distribution of dataset. 

Breast Ultrason Images Validation/Test Dataset Train Dataset Image Size Image Types 

Benign (Cancer, Positive)  131 306  400 × 400  png  

Malignant (Cancer, Positive) 63 147 400 × 400 png 

Normal (Healty, Negative)  40 93 400 × 400 png 

Total 234 546 400 × 400 png 
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Breast cancer ultrasound images used in the study were first processed through data 

preprocessing and augmentation steps. Then, multi-class classification was made with 

deep learning-based VGG16, ResNet50 and ResNeXt50 models. The scheme related to this 

is given in Figure 1. The preprocessing steps performed on the dataset are center-crop and 

normalization. Input dimensions are resized to 400 × 400 with preprocessing. Data aug-

mentation steps are shift scale rotate, rgb shift, random brightness contrast and color jitter. 

Classification studies were performed on the P100 GPU offered on the Kaggle platform. 

 

Figure 1. Flowchart of Breast Cancer Classification. 

The first used model is VGG16. If the structure of this model is examined, VGG16 has 

fixed core dimensions. The architecture is based on a detailed analysis of networks with 

increasing depth utilizing an architecture with extremely small (3x3) convolution filters, 

which demonstrates that increasing the depth to 16–19 weight layers can significantly out-

perform existing configurations. The total number of “convolutional” and “fully con-

nected layers” of VGG16 is 16 [9]. Also, the last layers of the architecture were altered with 

three nodes. 

The second used model was ResNet50. Looking at the nature of this model, this net-

work uses a technique called skip connection. Skip connections skip several layers and 

connect directly to the output. In this way, the problem of exploding/vanishing gradient 

is avoided [10]. In addition, three nodes were added to the last layers of the architecture. 

The third used model is ResNeXt. Observation of this model’s structure reveals a 

recurring building block that connects a number of transformations that follow the same 

logic. In addition to the depth and width dimensions, the ResNet design adds a third cru-

cial parameter called cardinality (size of the transform set) [11]. Additionally, three nodes 

were added to the architecture’s final levels to change them. 

4. Results 

The results obtained by deep learning classification processes in breast cancer images 

are expressed in the tables below. When Table 2 is examined, you can see the results ob-

tained in VGG16, ResNet50, and ResNeXt models. In this research accuracy, F1 score, and 

AUC scores have been obtained. The first metric values represent benign, the second val-

ues represent malignant, and the last values represent normal samples in Table 2. 

Table 2. Classification Results. 

Modified CNN Models Accuracy F1 AUC 

VGG16 81.11% 

85.49% 82.94% 

77.77% 70.85% 

76.9% 79.38 

ResNet50 85.4% 

87.93% 91.56% 

83.2% 93.67% 

78.57% 95.32% 

ResNeXt50 85.83% 87.31% 90% 
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82.92% 76.8% 

72% 74.48% 

When the literature is examined, it is observed that there are different preprocessing, 

augmentation processes and different test percentages performed on the datasets in the 

classification processes carried out within the scope of this study. Since this difference 

may affect the results positively or negatively, it is more appropriate to evaluate the study 

itself. However, the comparison table with the classification results recently performed 

especially in this and some other datasets is as follows. 

Table 3. Comparison with Other Studies. 

Studies Best Method Results and Classes Dataset 

Our study Modified ResNeXt50 Acc: 85.83%; benign/malignant/normal 
780 Ultrasound, 30% 

validation/test 

Burçak et al. [2] Hybrid DCNN-SVM AUC: 97.8%; benign/malignant 7909 BreakHis 

Lin et al. [3] InceptionV3 Acc: 91.3%; cancer/cancer-free 88763 BCSC 

Zaalouk et al. [4] Xception  Acc: 100%; benign/malignant 7909 BreakHis 

Escorcia-Gutierrez 

et al. [5] 
ADL-BCD Acc: 96.07%; benign/malignant/normal 322 MIAS 

Wang et al. [6] CNN-GRU Acc: 86%; invasive ductal carcinoma (+, −) 277524 Pcam 

Jabeen et al. [12] CNN Acc: 99.1%; benign/malignant/normal 780 Ultrasound 

da Silva et al. [13] SVM Acc: 96.69%; benign/malignant/normal 780 Ultrasound 

Ragab et al. [14] EDLCDS-BCDC Acc: 97.09%; benign/malignant/normal 780 Ultrasound 

5. Conclusions and Future Works 

In this study, we observed that up to 85.83% accuracy score can be achieved with 

ResNeXt50 in ultrasound images. In the VGG16 and ResNeXt50, the results for normal 

samples are generally lower than the others. This may be due to the insufficient number 

of normal samples. Besides, if we look at Table 2, we can observe that the ResNet50 

model’s AUC and F1 scores are more stable and closer to each other than the others. Alt-

hough ResNeXt50 gives better accuracy, ResNet50 seems better in terms of stability and 

class-based results. Different or more preprocessing operations and balancing the data 

with augmentation will allow getting better results on the data. Also, the usage of various 

transfer learning models may improve the metrics. Within the scope of the results ob-

tained from this study, Ensemble Learning, Hybrid models and data replication with 

GAN will be tried in the future. Considering these studies that have been done and will 

be done, computer vision models can help both patients and healthcare personnels. Thus, 

will cause time efficiency and it will eliminate subjectivity. 
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