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Abstract: Drowsiness driving poses a significant risk to road safety, necessitating effective drowsi-

ness detection models. Most of the prior research has primarily relied on composite facial-based 

features, mainly focusing on the mouth and/or eye states, to identify drowsiness status. However, 

these models tend to overlook crucial information from input signals, resulting in suboptimal de-

tection accuracy. Moreover, the absence of suitable algorithms and techniques for extracting other 

essential facial features, such as the eyebrow and nostril, further impacts the accuracy of drowsiness 

detection. To address these limitations, this study introduces an innovative algorithm and a tech-

nique for extracting drowsiness-related information from the eyebrow and nostril regions. Addi-

tionally, we propose a method, leveraging four composite facial-based drowsiness features; eye-

brow, nostril, eye, and mouth states as inputs to a Convolutional Neural Network (CNN). A novel 

multilevel feature fusion method is employed to effectively combine the deep representations of 

these drowsiness-related features. The final step involves employing a Long-short-term memory 

(LSTM) recurrent neural network to classify the drowsiness status of drivers. Our proposed model 

is rigorously evaluated using the National Tsing Hua University drowsy driver detection (NTHU-

DDD) video dataset. The experimental results demonstrate an impressive accuracy in different sce-

narios, and the accuracy result reached 0.973, showcasing the effectiveness of our approach in en-

hancing drowsiness detection accuracy and promoting road safety. 

Keywords: driver drowsiness detection; facial-based features; multilevel feature fusion; recurrent 

neural network; road safety 

 

1. Introduction 

Drowsiness driving refers to operating a motor vehicle while impaired cognitively 

due to insufficient sleep, tiredness, or exhaustion. It has the potential to impair the human 

brain to a similar extent as intoxication can. According to [1], drowsiness impedes the 

driver's responsiveness and information handling capacity, thus making the driver lose 

control of the vehicle and eventually stray from the path or cause a tail pursuit. 

When a driver is in a drowsy state, his reduced ability to control the motor vehicle 

can lead to catastrophic accidents, potentially resulting in loss of life or severe injuries. He 

will also lose the perception of traffic flow, the ability to control the vehicle and the pre-

diction of the dangerous situation all have a significant downward trend, which could 

lead to a sharp increase in the probability of traffic accidents [2]. 
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Recently, multiple safety driving assistant models have been proposed to scale back 

the risk of traffic accidents caused by drowsy drivers. Statistics have shown driving in a 

drowsiness state to be the leading cause of vehicle accidents [3].  

A study by the National Highway Traffic Safety Administration (NHTSA) in 2016 

revealed that the United States experienced 7.277 million traffic accidents, which resulted 

in 37,461 fatalities and 3.144 million injuries. Among these incidents, it is estimated that 

drowsy driving contributed to approximately 20% to 30% of these occurrences [1]. Fur-

thermore, driving under the influence of drowsiness is the primary cause of over 100,000 

road accidents annually, constituting approximately 2.2% death rate globally [3].  

Most existing models and algorithms to detect drowsiness driving are using machine 

learning techniques like classification, regression, clustering, and filtering techniques. The 

nature of the implemented models leads to the techniques being either in the neural net-

work category (i.e. deep learning) or computer vision-based classifiers category [3]. The 

work of [1] found that many studies on drowsiness driving detection focus on a single 

facial feature to determine a driver's drowsiness status, neglecting the significance of con-

sidering the relationship between other facial-based drowsiness features and their timing. 

So, this limited approach reduces the accuracy of drowsiness detection. Even though [1], 

used two composite facial features (eye and mouth states), these features alone were still 

insufficient for achieving optimal drowsiness detection accuracy, as such it is possible to 

improve accuracy by incorporating other important composite facial-based drowsiness 

features. However, a significant challenge is the lack of appropriate algorithms to accu-

rately classify some of the drowsiness features from the driver's facial landmark (i.e. eye-

brows and nostrils), therefore, it is needed to design algorithms suitable for classifying the 

composite drowsiness features of the eyebrows and nostrils and to utilize their properties 

to further improve the detection accuracy. This paper tends to address the drawback of 

non-optimal drowsiness detection accuracy through the following contributions:  

1. First, Algorithms to extract the deep composite facial-based drowsiness fea-

tures of eyebrows and nostrils are presented. 

2. A multilevel features fusion model suitable for combining the deep compo-

site facial-based drowsiness features representation of the eyebrows, nostrils, 

mouth, and eyes states is proposed. 

3. Lastly, the fused deep representation of the eyebrows, nostrils, mouth, and 

eyes states is sent into the Long-short term memory (LSTM) recurrent neural 

network to classify the drowsiness status of the driver.  

The remaining parts of this paper are organized as follows. Section 2 summarizes the 

related literature. The third section explains the proposed drowsiness-driving detection 

model. In the fourth section, experimentation and the resulting experimental outcomes 

are detailed to assess the model's performance. The fifth and final section offers a conclu-

sion and explores potential future research directions. 

2. Review of Related Work 

Researchers from various domains have achieved remarkable progress in identifying 

drowsiness levels, different ideas of how the level of drowsiness will be measured have 

been introduced, and several types of systems that can measure the extent of drowsiness 

in humans have been developed. Some systems are wearable, some use a camera to cap-

ture facial and eye movement while some use the state variable of the vehicle and many 

more [5]. 

A study by [1], has proposed a model that estimates driver sleepiness by utilizing a 

combination of factored bilinear features and a long-term recurrent convolutional net-

work. Additionally, they developed two distinct deep convolutional neural networks to 

extract the deep features of the driver’s eyes and mouth and to detect their states. Then a 

factorized bilinear feature fusion method is used to fuse the deep feature representation 

of the eyes and mouth. A recurrent network LSTM is used to model the variation of the 
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driver’s drowsiness to provide detection of the driver’s drowsiness under various driving 

conditions. 

Methods based on the driver’s facial behavior mainly examine the facial features to 

identify drowsiness driving, such as PERCLOS (eyelid closure rate surpassing the pupil 

over a certain time), mouth opening, head positioning, facial expressions, and more [6, 7]. 

This method does not disrupt the driving experience, making it more acceptable to the 

drivers. A study by [8], proposed a three-step system. It first identifies and tracks the eyes. 

It then performs image filtering to analyze the performance of the eyes under varying 

lighting conditions. The system relies on PERCLOS measurements to evaluate eye closure.  

An automated yawn detection technique based on extracting the geometric and vis-

ual features of the eyes and mouth regions is proposed by [9]. This approach can effec-

tively identify yawns that occur with or without hand covering.  The work by [10], af-

firms that a solitary feature alone cannot efficiently predict drowsiness occurrence. In-

stead, combining various sources of non-invasive drowsiness features to create a stand-

ardized benchmark for detecting drowsiness occurrence would yield higher accuracy and 

reliability. 

3. Proposed Work 

This section introduces the dataset used in the conduct of this study and also de-

scribes how the proposed model works.  

3.1. Dataset Description 

The National Tsing Hua University drowsy driver detection (NTHU-DDD) dataset is 

a dataset collected by the NTHU computer laboratory to train and evaluate driver drows-

iness detection models. The dataset recorded the driver’s facial states and changes 

through the use of visual sensors in a simulated driving environment. It consists of both 

male and female drivers, with various facial characteristics, different ethnicities, and 5 dif-

ferent scenarios (noglasses, glasses, night_noglasses, night_glasses, sunglasses), each sce-

nario contains 4 videos with different situations and their corresponding annotation files. 

3.1.1. Statistical Description of the Dataset 

Table 1 describes the features in the National Tsing Hua driver drowsiness detection 

dataset, indicating the facial expressions and characteristics.  

Table 1. NTHU-DDD Statistical Description  

 

Stats 

 

Eyes 

 

Mouth 

 

Eye-

brows 

 

Nostrils 

 

Sun-

glasses 

 

Glasses 

Night 

No-

glasses 

Night 

Glasses 

No 

Glasses 

 

Drowsi-

ness 

count 423271.0 423271.0 423271.0 423271.0 423271.0 423271.0 423271.0 423271.0 423271.0 423271.0 

mean 0.423825 0.745433 0.434315 0.745433 0.25521 0.252599 0.123817 0.117376 0.250998 0.432175 

std 0.494164 0.920328 0.495667 0.920328 0.43598 0.434504 0.329373 0.321869 0.433588 0.495379 

Min 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 

25% 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 

50% 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 

75% 1.000000 2.000000 1.000000 2.000000 1.000000 1.000000 0.000000 0.000000 1.000000 1.000000 

Max 1.000000 2.000000 1.000000 2.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 

Table 1 above highlighted the dataset statistics, which helps in understanding the 

distribution and characteristics of different facial features in the dataset. For example, the 

"mean" gives an average value, and the "percentiles" provide insights into the range of 

values. It encompasses a diverse dataset statistic related to facial features, including vari-

ations in eye states, mouth actions, nostril conditions, eyebrow positions, drowsiness 
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indications, and the presence of glasses, especially during night conditions. Additionally, 

it reflects variability in the presence of sunglasses across different instances. 

3.2. Proposed Model 

Figure 2 represents the proposed model, which works in five major stages; dataset 

acquisition, drowsiness features extraction, drowsiness features fusion, driver drowsiness 

detection, and drowsiness detection performance evaluation.  

 

Figure 2. The Proposed Model Architecture. 

3.2.1. Drowsiness Features Extraction 

To effectively extracts the deep feature representation of the driver’s eyebrows, nos-

trils, eyes, and mouth from a given consecutive frames in NTHU-DDD dataset. We detect 

different alterations and changes in facial expressions, specifically focusing on the region 

of interest (i.e. eyebrows, nostril, eyes, and mouth). These alterations are considered as 

modifications in shape or movement on driver’s face. In response to these changes, we 

proposed two techniques; EDAlgo and NoSFE techniques to extract the drowsiness fea-

tures of the eyebrows and nostrils. Also, we adopted additional two methods 

Squeezenet_Mouth and VGG_eyes to extract drowsiness features of mouth and eyes respec-

tively, enabling the identification of the driver's state. 

a) Eyebrows States Extraction  

To derive the deep feature representation of the eyebrows, we have imple-

mented Eyebrow feature extraction algorithm we named EDAlgo illustrated in Fig-

ure 3 which analyse facial landmarks from the processed frames using the Dlib li-

brary to obtain the state of eyebrows (raised or lowered). EDAlgo takes the processed 

frames as input and reads it in gray-scale and uses the face detector to identify the 

faces. For each detected face, the algorithm predicts its facial landmarks, specifically 

focusing on the right and left eyebrow regions. The eyebrow states is determined 

based on the position of certain landmarks. The algorithm returns 1 if both the eye-

brows are raised (i.e. they leave their normal landmark states) and 0 otherwise. Fig-

ure 4 depicts the execution flow of the proposed algorithm. 
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EDAlgo Pseudo-code 

Input: Processed facial landmark. 

Output: An annotated list containing all the changes in the RoI (eyebrow) region indicating whether the eyebrows were 

at raised or lowered stated. 

Auxiliary: 

1. Declare the state variables Raised, Lowered 

2.  Set a letter to represent each of the eyebrows: L(left eyebrow), R(right eyebrow) 

3.   Assign the derived values to represents L, R 

4. Declare and assign a numerical lalue for LI,RI from left to right 

5. Get all the processed frames that are represented in a Cartesian coordinates 

6. for frame in list(frames): 

7.  shape  predictor(gray_image , frame) 

8.  shape  face_utils.shape_to_np(shape) 

9.  for feature in list(shape): 

10.   (x,y)  feature_describe(feature) 

11.   detected_feature[feature]  shape[x:y] 

12. Get the lowest point on the y-axis between the edge coordinates LI1 and LI5 

13. Set Min  min(L11.y, L15.y) 

14. Get the lowest point on the y-axis between the edge coordinates RI1 and RI5 

15.  Set Min  min(R11.y,R15.y) 

16. if  L13.y and R13.y  >=  Min: 

17.  return 1  //Eyebrow is at raised state 

18. else: 

19.  return 0  //Eyebrow is at lowered state 

20. Write all the acquired states into a file 

Figure 3. Pseudocode of the Proposed EDAlgo 

EDAlgo depicted in Figure 3 aimed at extracting eyebrow states (raised or lowered) within 

processed facial landmarks, specifically focusing on the region of interest, corresponding 

to the eyebrows. The algorithm takes processed facial landmarks as input and generates 

an annotated list highlighting the changes in the eyebrow region, indicating whether they 

are raised or lowered. 

 

Figure 4. The Execution flow of the Proposed EDAlgo. 
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b) Nostrils States Extraction  

To effectively extract the nostril drowsiness states, a NosFE feature engineering tech-

nique was used, it is studied by [13] that, behavioral characteristics of the human face 

when yawning are; (a) the mouth is wide open. (b) the eyes tend to be shut or dim (c) the 

nostrils are opened wider and pushed upwards. 

Based on this assertion, nostril drowsiness features are derived using the NosFE fea-

ture creation technique of feature engineering as stated earlier. The nostril features were 

derived in two states; Normal state: This is the resting state of the face when the driver 

does not yawn (mouth is closed) and this is annotated by 0 and Wide state: This is the 

state of the nostril when the driver is yawn (mouth is wide open), annotated by 1. Figure 

5 depicted the flowchart of the proposed NosFE technique. 

 
Figure 5. Flowchart of the NosFE Feature Engineering 

c) Mouth and Eyes States Extraction using Adopted Methods  

To extract the drowsiness features of mouth and eyes from driver’s facial face, 

we adopted the methods used by [1]. They used SqueezenetMouth to extract mouth 

drowsiness states and VGG-Eyes to extract eyes drowsiness states. Both of the meth-

ods leverage modifications to well-established network architectures, emphasizing 

sequential processing and effective feature extraction. The study underscores the sig-

nificance of identifying critical driver states, such as drowsiness, to enhance safety in 

driving scenarios. 

3.2.2. Drowsiness Features Fusion 

The proposed multilevel feature fusion method combines information from different 

facial regions (eyebrows, eyes, nostrils, and mouth) to improve the detection of drowsi-

ness in drivers. In the previous stage, two models were trained to capture detailed features 

from the eyes and mouth. Now, the fusion method extends this approach to include ad-

ditional facial regions. Instead of focusing only on eyes and mouth, the new method con-

siders features from eyebrows, eyes, nostrils, and mouth. It combines the information 

from these regions to create a comprehensive representation of the driver's facial state. 

The fusion process involves blending the deep features extracted from each region, allow-

ing it to understand correlations and nuances across the entire face. To prevent the model 

from becoming too complex and prone to over-fitting, we applied matrix decomposition 

technique, which breaks down the information into simpler components, making it more 

manageable and less likely to lead to computational challenges. Finally, an average pool-

ing layer is used to gather relevant information and create a summary that aids in making 

predictions about the driver's drowsiness. 

3.2.3. Driver Drowsiness Detection using LSTM 

To classify driver drowsiness, we used a two layered LSTM architecture with 8 units 

to extract changes in the drowsiness state from the fused feature sequences at the frame 
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level. Subsequently, the output from the LSTM unit was fed into a Hard-sigmoid layer to 

accurately predict the driver's level of drowsiness. 

3.2.4 Drowsiness Detection Performance Evaluation 

The comparative assessment of the detection accuracy of our proposed model 

against existing state-of-the-art models, all trained using the same dataset, holds para-

mount significance in advancing the field of road safety. This analysis serves as a measure 

test for the effectiveness our approach. It also establishes benchmarks, guides future re-

search, and promotes transparency, contributing to the ongoing evolution of road safety 

technologies. 

3.3. Model Layering Architecture 

The proposed model was trained with a two-layer Long-Short-Term Memory struc-

ture as depicted in Figure 6. The input layer uses a sigmoid activation function as de-

scribed in Equation (1) with 8 units while the output layer uses a Hard-sigmoid activation 

function described in Equation (2) with one unit. The model was compiled with a Binary 

cross-entropy loss function in Equation (3) and a stochastic gradient descent (SGD) opti-

mizer in Equation (4).  

The sigmoid activation function used to receive the input units is described in Equa-

tion (1) below. 

𝑓(𝑥) =  
1

1+ 𝑒−𝑥 =  
𝑒𝑥

𝑒𝑥 +1
= 1 − 𝑓(−𝑥)    (1) 

The Hard-sigmoid activation function used to present the output unit is described in 

Equation (2) below. 

𝑓(𝑥) = max (0, min (1,
(𝑥+1)

2
))    (2) 

The Binary cross-entropy loss function used to compile the model is described in 

Equation (3) below. 

−
1

𝑁
 ∑ 𝑦𝑖  . log(𝑝(𝑦𝑖)) + (1 − 𝑦𝑖). log(1 − 𝑝(𝑦𝑖))  

𝑁

𝑖=1
 (3) 

 

Figure 6. The model layering architecture. 

4. Discussion of Results 

This section is devoted to the presentation and discussion of the experimental results.   

4.1. Implementation Environment 

The work was implemented on the Google Colab environment and was stitched with 

Python, pandas, and Tensorflow libraries.  
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4.2. Proposed Model Performance 

The National Tsing Hua University drowsy driver detection (NTHU-DDD) was used 

to score the correctness of our model. The dataset was split by dividing the dataset be-

tween each state. Then 10% of each state was taken for evaluation and 90% for training 

and validation. The splitting occurs as follows: 

• Glasses:  106918 total rows, 10691 for evaluation, 96226 for training and 

validation  

• Noglasses:  106240 total rows, 10624 for evaluation, 95616 for training 

and validation. 

• Sunglasses:  108023 total rows, 10802 for evaluation, 97220 for training 

and validation.  

• Nightglasses:  49682 total rows, 4968 for evaluation, 44713 for training 

and validation. 

• Night_noglasses:  52408 total rows, 5240 for evaluation, 47167 for train-

ing and validation. 

All training and validation data were concatenated to give a training and validation 

dataset of 380880 rows of which 77% (293277 rows) was used for training and 23% (87602 

rows) for validation. It was then reshaped into three dimensions and then converted to a 

tensor using the Tensor function after which it was shuffled and further batched in prep-

aration for the training. 

To evaluate the proposed model performance, Table 2 provides a comprehensive 

comparison of the proposed model with state-of-the-art models, all trained on the 

NTHDDD dataset. Their key distinction lies in the fact that the proposed model utilizes 

multiple facial features (eyebrows, eyes, nostrils, and mouth states), setting it apart from 

existing models that rely on either one or two facial features (eyes and/or mouth states). 

Table 2. Accuracy Results Comparison 

Scenario 

 

 

 

 

Deep Belief 

Network 

Multilevel-

Satage Spatio-

Temporal 

Network 

 

VGG-facenet 

Deep 

Drowsiness 

Detection –

Independent 

Architecture 

Factorized 

Bilinear Feature 

Fusion Method 

Proposed Work 

 

 

No glasses 0.652 0.703 0.638 0.698 0.802 0.960 

Glasses 0.623 0.635 0.705 0.759 0.774 0.997 

Sunglasses 0.587 0.604 0.570 0.698 0.709 0.989 

Night (no glasses) 0.630 0.676 0.737 0.749 0.785 0.972 

Night (glasses) 0.602 0.613 0.741 0.747 0.721 0.951 

Average 0.619 0.646 0.678 0.730 0.758 0.973 

In Table 2, the proposed model achieves a significantly higher accuracy of 0.96 com-

pared to the state-of-the-art models (ranging from 0.638 to 0.802), showcasing its superior 

capability to detect drowsiness when drivers are not wearing glasses. The proposed model 

outperforms all state-of-the-art models with an exceptional accuracy of 0.997, surpassing 

the range of 0.623 to 0.774 observed in the other models. This highlights its robustness in 

accurately detecting drowsiness even when drivers wear normal glasses. Again, it 

achieves a remarkable accuracy of 0.989, outperforming existing models that range from 

0.570 to 0.709. This underscores its effectiveness in handling drowsiness detection under 

various eyewear conditions. It also demonstrates a high accuracy of 0.972, surpassing the 

range of 0.630 to 0.785 observed in state-of-the-art models. Its effectiveness in low light 

conditions without glasses is notably superior here. Finally, it achieves a strong accuracy 

of 0.951, outperforming the range of 0.602 to 0.741 seen in other models. This emphasizes 

its robust performance in night time scenarios even when drivers wear glasses. 
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Figure 6. Average accuracy results of different drowsiness detection models and the proposed work. 

5. Conclusions and Future Work 

In conclusion, this work contributes significantly to the fields of artificial intelligence 

and transportation. The key contributions of this research include the designing of algo-

rithms which capable of extracting the composite facial-based drowsiness features of the 

eyebrows and nostrils; incorporating a multi-level fusion method of the facial drowsiness 

features; and implementing an LSTM for classifying drowsiness status of the driver. 

Achieving this, the proposed model demonstrated impressive accuracy scores in the de-

tection of drowsiness status under different scenarios.  

In the future, we will be looking into combining the drowsiness features we can see 

on the driver's face with body signals like heart rate, skin temperature, etc. We will also 

add in details about how the driver is driving the vehicle (i.e. vehicle driving parameters). 

Doing this could make drowsiness detection even more accurate and might help us un-

derstand drowsiness in drivers from different angles and improve our ability to detect it. 
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