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Face verification is essential in computer vision applications, 

including security, surveillance, and biometrics. Common metrics, 

such as L1, L2, and Cosine Similarity, are frequently employed to 

compare facial embeddings. However, each metric has limitations 

when it comes to generalizing across complex conditions, such as 

varying lighting, pose, or facial expressions. Occlusions and low 

image quality further complicate this task, underscoring the need for 

more robust solutions.

Objective

The study focused on improving face 

verification accuracy by combining embeddings 

obtained through machine learning models.

Datasets

▪ Training dataset: CASIA-WebFace, a  widely used dataset for 

face recognition model training.

▪ Evaluation dataset: BUPT-BalancedFace, chosen to ensure 

demographic balance and generalizability.

Feature extraction

▪ CNN-based models: AdaFace [1] and ArcFace [2] models were 

chosen for their high performance in face verification tasks.

▪ Transformer-based models: Swin transformers were employed to 

explore the effectiveness of transformer architectures.

This study showed that combining multiple 

embedding metrics with machine learning models 

can improve face verification accuracy. While 

Cosine Similarity is a strong metric on its own, 

combining it with other metrics using models like 

KNN, LightGBM and XGBoost provided a 

significant improvement in accuracy. In addition, 

our findings indicate that CNN-based models 

outperform vision transformers for this specific task.

Explore the combination of embeddings 

generated by different models, to leverage the 

strengths of each architecture and achieve higher 

accuracy in face verification.

Embedding metrics:

▪ Individual metrics: L1, L2, and Cosine Similarity were computed 

for facial embedding comparison.

▪ Metric combinations: Machine learning models were used to 

combine metrics, including Logistic Regression (LR), K-Nearest 

Neighbors (KNN), Support Vector Machines (SVM), LightGBM, 

and XGBoost.

Model training:

Machine learning models were trained to learn an optimal 

combination of metrics to maximize accuracy in identifying whether 

two faces match.

AdaFace

❑ This model achieved the best results, 

outperforming the transformer-based 

SwinFace model, which did not exceed 83% 

accuracy in any test.

❑ Cosine Similarity (alone) achieved 92.6% 

accuracy.

❑ L1-L2-Cosine Similarity combined with KNN 

improved accuracy to 94.0%, representing a 

1.4 percentage point increase.

❑ These results highlighted the advantage of 

combining metrics for face verification.

ArcFace

❑ Accuracy increased from 86.5% to 87.3% 

when combined with LR. However, it 

remained less effective than AdaFace.
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