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Purpose

@ Establishing an accurate and efficient numerical-
probabilistic algorithm based on Newton's technique and
Maximum Entropy (ME) method.

@ Determining the important bivariate distributions which

are very effective in industrial and engineering fields

especially in Cybernetics and internet systems.



Methodology

@ The design of this paper is to construct a new algorithm
involving the combined use of a classical numerical approach,
Newton method and a probabilistic method, ME, to find the
unique solution of an optimization problem which occurs

when maximizing Shannon's Entropy.



Findings

@ Conducting different simulation studies for determining
different classes of bivariate maximum entropy distributions
to check the reliability of the proposed algorithm.



Originality

Quantifying a method which deals with how to construct a

probability distribution using incomplete set of information.

Maximum entropy method is the only way tfo choose the
distribution based on a finite number of expectation of known

functions.

This method will provide you the unique solution to find a
probability distribution based on given information. This is
principle of maximum entropy (Jaynes, 1957).

MATLAB code for univariate & Bivariate cases.
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" | Shannon's Entropy

The ME density 1s usually obtained by maximizing Shannon's entropy
(Shanonn, 1948):

h(f) = [/ Go)logf (x)dx.

Where density function f(x) should satisfy in the following
constraints:



Introduction

@ Maximum Entropy Probability Distribution is a probability

distribution whose enfropy is at least as great as that of all other

members of a specified class of distributions.

@ Jaynes (1957) has introduced the best approach to ensure that
the approximation satisfies any known constraints on the unknown
distribution and subject to those constraints, the distribution
should have maximum entropy. This is known as the principle of

maximum-entropy.



Maximum Entropy

@ Maximum Entropy Distribution

Consider the following problem: Maximize the entropy /(f) over all
probability densities f satisfying

I. f(x) =0, with equality outside the support set S
2. JoFf@)dx=1
3. f;f(x)r,-(.r) dx =@ for 1.<i <m:

Thus, f is a density on support set S meeting certain moment con-
straints aq., s, ..., Uy



Maximum Entropy

We tform the functional

1 == [ [ r+3 % [ 1n
i—1

and “differentiate” with respect to f(x), the xth component of f. to obtain

B e ]~ +il (x)
zi=r—=In Flx) = 0 iri(x).
af (x) =1
Setting this equal to zero, we obtain the form of the maximizing density
f(.l') = Elﬂ—l+z,{”:]l£f'i(ﬁ?), fes.
where Ag, A1, ..., A, are chosen so that f satisfies the constraints.



Maximum Entropy

Example (One-dimensional gas with a temperature constraint)
Let the constraints be EX =0 and EX? = o2. Then the form of the
maximizing distribution is

g 2
f(.l) - El[;-i—lll—l—lgx -

To find the appropriate constants, we first recognize that this distribution
has the same form as a normal distribution. Hence, the density that satisfies
the constraints and also maximizes the entropy is the N(0, o%) distribution:

| _x
— ¢ 22
f(x) EJTUZE



Examplel: Bivariate Normal Distribution

For normal distribution, we consider these constraints:

Normalization gl pk—]1
g:(x,) =x+y,
kgz(xny) :xz-{_,}?zn

A,

and a,=1, a, =1, ‘Tz:%- Consider Q= (-wx,x) as support of X and Y.



Bivariate Normal Distribution

i

Starting with a bivariate normal distribution, the PDF is given by

1 x— x=p_ YoM, YH,
1 S —2-2p(—EX—)(—2)7]
il-p~) %x Ix "Ty J_y

px.3) = e ,
270,0 1-p

—ws <o ,p=0, 0,=0, =1




= Bijvariate Normal Distribution

Hence, the density that satisfies the constraints and also maximizes the entropy

1S
Ag+A (x+y)+4, (12+}J2)

p(x,y)=e

We apply numerical method for calculating Lagrange multipliers. The exact form
of this normal distribution in terms of these conditions should be given as

2 ley? }+1:x+y}—§

plx.) ==
T



Bivariate Normal Distribution
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Figure 1: Errors of Maximum Entropy Reconstruction of Bivariate Normal
Distribution for

[0.9832.-1.6427.0.9529]. A, =[.9516.~1.1]and 1, =[1.96..059..4375].
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Example2: Bivariate Pareto Distribution

: , g 3
Consider the known constraints of pareto distribution a,=1. a, ==

2
{NG]‘JH{IHZ&HGH g, (x.y) =1,

g, (x.y) =log(x+y+1).

and Q=[0.x), the distribution that maximized entropy is in the form of

Ao +Alog(x+y+1)
p(x.y)=e® ;



Bivariate Pareto Distribution

and it is pareto distribution:

p(x,y)=ala+D)(A+x+y)™*7,
We consider « =1, we have

p(x, ) =2(1+x+y)".
See figure 2for final errors.



Bivariate Pareto Distribution
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Figure 2 Errors of Maximum Entropy Reconstruction of Bivariate Pareto
Distribution with A, =[0.5403.1.66]and /__. =[0.7696.292].
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