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Establishing an accurate and efficient numerical-

probabilistic algorithm based on Newton’s technique and

Maximum Entropy (ME) method.

PurposePurpose

Maximum Entropy (ME) method.

Determining the important bivariate distributions which

are very effective in industrial and engineering fields

especially in Cybernetics and internet systems.



MethodologyMethodology

The design of this paper is to construct a new algorithm

involving the combined use of a classical numerical approach,involving the combined use of a classical numerical approach,

Newton method and a probabilistic method, ME, to find the

unique solution of an optimization problem which occurs

when maximizing Shannon’s Entropy.



FindingsFindings

Conducting different simulation studies for determining
different classes of bivariate maximum entropy distributions
to check the reliability of the proposed algorithm.to check the reliability of the proposed algorithm.



OriginalityOriginality

Quantifying a method which deals with how to construct a

probability distribution using incomplete set of information.

Maximum entropy method is the only way to choose the

distribution based on a finite number of expectation of known

functions.

This method will provide you the unique solution to find a

probability distribution based on given information. This is

principle of maximum entropy (Jaynes, 1957).

MATLAB code for univariate & Bivariate cases.
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Introduction & Review of Shannon Entropy

Maximum Entropy MethodMaximum Entropy Method



Shannon’sShannon’s EntropyEntropy



IntroductionIntroduction

Maximum Entropy Probability Distribution is a probability

distribution whose entropy is at least as great as that of all other

members of a specified class of distributions.

Jaynes (1957) has introduced the best approach to ensure that

the approximation satisfies any known constraints on the unknown

distribution and subject to those constraints, the distribution

should have maximum entropy. This is known as the principle of

maximum-entropy.
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Maximum Entropy Distribution
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ExampleExample11: : Bivariate Normal Distribution



Bivariate Normal Distribution



Bivariate Normal Distribution



Bivariate Normal Distribution



ExampleExample22: : Bivariate Pareto Distribution



Bivariate Pareto Distribution



Bivariate Pareto Distribution
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