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Abstract: Random fields are characterized by intricate non-linear relationships between
their elements over time. However, what is a reasonable intrinsic definition for time in such
complex systems? Here, we discuss the problem of characterizing the notion of time in
isotropic pairwise Gaussian random fields. In particular, we are interested in studying the
behavior of these fields when temperature deviates from infinity. Our investigations are
focused in the relation between entropy and Fisher information, by the definition of the
Fisher curve. The results suggest the emergence of an arrow of time as a consequence of
asymmetrical geometric deformations in the random field model’s metric tensor. In terms
of information geometry, the process of taking a random field from a lower entropy state
A to a higher entropy state B and then bringing it back to A, induces a natural intrinsic
one-way direction of evolution. In practice, there are different trajectories in the information
space, suggesting that the deformations induced by the metric tensor into the parametric
space (manifold) are not reversible for positive and negative displacements in the inverse
temperature parameter direction. In other words, there is only one possible orientation to
move through different entropic states along a Fisher curve.
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1. Introduction

Since the origins of the human race, the concept of time has always intrigued mankind. Along
centuries of evolution many philosophers and researchers have studied this fascinating but seemingly
obscure topic [1-3]. What is time? Does it really exist? Why does time seem to flow in one single
direction? Is the passage of time merely an illusion? We certainly do not have definitive answers to all
these questions. In an attempt to study the effect of the passage of time in complex systems, this paper
proposes to investigate a reasonable way to characterize an intrinsic notion of time in random fields
composed by Gaussian variables. Our study focuses on an information-theoretic perspective, motivated
by the connection between Fisher information and the geometric structure of stochastic models, provided
by information geometry [4,5]. The proposed framework is mostly based on a data-driven approach, that
is, we make use of intensive computational simulations to achieve our conclusions.

During the last decades, the notion of information has increasingly become more present and relevant
in any scale of modern society, as the volume of data that is being produced by scientific experiments
is larger than ever. Being able to decode the symbols in this ocean of data is an essential step to learn,
understand and assess the rules governing complex phenomena that are part of our world. A major
challenge in dealing with complex systems concerns the mining, identification and further classification
of patterns and symbols that convey relevant information about the underlying processes that govern
their behavior. After the pieces of information are gathered, the global shape starts to emerge, as if an
intricate puzzle had been solved. In this scenario, computational tools for exploratory data analysis are
a fundamental component of this data-driven knowledge discovery process.

However, one drawback of intensive data-driven approaches is that most exploratory data analysis
methods usually rely on the independence assumption, that is, there is no relation between any two
random variables, making it difficult to quantify the influence of a set of variables over another set
of variables in a random sample from a parametric stochastic model. Independent and identically
distributed random variables belonging to the exponential family of probability distributions define the
basic approach for any classical statistical inference framework [6—8].

Random field models arise as a natural generalization of the classical approach by the simple
replacement of the independence assumption by a more realistic conditional independence hypothesis
[9,10]. Basically, in a Markov random field (MRF), knowledge of a finite-support neighborhood around a
given variable isolates it from all the remaining variables. A further simplification consists in considering
a pairwise interaction model, which means that we are constraining the size of the maximum clique to
be two. In other words, a pairwise model captures only binary relationships. Furthermore, if the random
field model is isotropic, all the information regarding the spatial dependence structure of the system is
conveyed by a single coupling parameter, from now on denoted by /3. This parameter is widely known
as the inverse temperature of the system. As the value of this parameter deviates from zero, the more
our model deviates from the classical statistical scenario (regular exponential family + independence
hypothesis). In the Gaussian case for instance, by introducing some degree of dependence between the
random variables, assuming that 3 # 0, we are essentially moving towards a curved exponential family.

Basically, the main goal of this investigation is to use information geometry as a mathematical tool to

measure the emergence of an intrinsic notion of time in complex systems modeled by random fields in



which temperature is allowed to deviate from infinity. Computational simulations validate our claim that
the arrow of time is possibly a consequence of asymmetrical geometric deformations in the metric tensor
(Fisher information) of the statistical manifold of the random field model, when the inverse temperature
parameter is disturbed.

Recently, expressions to compute the expected Fisher information regarding the inverse temperature
parameter in Gaussian Markov random field models have been proposed by the authors [11]. Also,
Markov Chain Monte Carlo simulations have shown that expressing Fisher information in terms of tensor
(Kronecker) and pointwise (Hadamard) matrix products leads to more efficient and faster computations.
Finally, an indirect but fundamental problem involved in the measurement of these information-theoretic
quantities is the estimation of the inverse temperature parameter of a random field, given the observation
of a single snapshot of the system. More details about the proposed methodology and the obtained results

are discussed in later sections of the paper.

2. Fisher Information in MRF models

The concept of Fisher information [12,13] has been shown to reveal several properties of statistical
procedures, from lower bounds on estimation methods [6—8] to information geometry [4,5]. In summary,
we can think of Fisher information as being a likelihood analog of Shannon entropy, which is a
probability-based measure of uncertainty.

In this paper, our goal is to show that, in an exploratory data analysis context, Fisher information
plays a central role in providing tools for measuring and quantifying the behavior of random fields. In
this scenario, the most interesting feature of random field models over the classic statistical ones is the
possibility to take the dependence between pieces of information into account. Moreover, this underlying
dependence structure arises in terms of the system’s temperature, which may even be variable along time.

2.1. The Information Equality

It is known from statistical inference theory that information equality holds for independent
observations in the regular exponential family of distributions [6—8]. In other words, we can compute
the expected Fisher information of a statistical model p (X |#) regarding a parameter of interest 6 by two
equivalent ways, since it is possible to interchange the integration and differentiation operators:

10;:X)=E

0 ? i
(%log [ (9;X)> ] =—-F {ﬁlog [ (H;X)} (1)

where [ (0; X') denotes the likelihood function, that is, the probability density function (pdf) interpreted
as a function of the model parameters. In our investigations, we replace the pdf of the model by a local
conditional density function, which according to the Hammersley-Clifford theorem [14], characterizes
the random field model. In fact, this remarkable result states the equivalence between Markov random
Fields (local model) and Gibbs random fields (global model).

However, given the intrinsic spatial dependence structure of random field models, information
equality is not a natural condition. In general, when the inverse temperature parameter gradually drifts
apart from zero (T deviates from infinity), this information “equilibrium” fails. Thus, in random field



models we have to consider two different versions of Fisher information, from now on denoted by type-I
(due to the first derivative of the likelihood function) and type-II (due to the second derivative of the
likelihood function). Eventually, when certain conditions are satisfied, these two values of information
will converge to a unique bound. Therefore, in random fields, these two versions of Fisher information
play distinct roles, especially in quantifying the uncertainty in the estimation of the inverse temperature

parameter.

2.2. Fisher Information in the Gaussian Markov Random Field Model

Gaussian random fields are important models for dealing with spatially dependent continuous random
variables once they provide a general framework for studying the non-linear interactions between
elements of a stochastic complex system along time. One of the major advantages of these models is the
mathematical tractability, which allows us to derive exact closed-form expressions for both maximum
pseudo-likelihood estimators of the inverse temperature parameter and expected Fisher information. Due
to the Hammersley-Clifford theorem, it is also possible to characterize these random fields by a set of

local conditional density functions (LCDF’s), avoiding the use of the joint Gibbs distribution.

Definition 1. An isotropic pairwise Gaussian Markov random field regarding a local neighborhood

system 1; defined on a lattice S = {s1,S2,...,8,} is completely characterized by a set of n local

—

conditional density functions p(z;|n;, 0), given by:
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with § = (u,0?, 3), where 11 and o2 are the expected value and the variance of the random variables,
and [ is the inverse temperature or coupling parameter. Note that for 5 = 0, the model degenerates
to the usual Gaussian distribution, which belongs to the regular exponential family. It has been shown
that the geometric structure of regular exponential family distributions exhibit constant curvature. It is
also known that from an information geometry perspective [4,5], the natural Riemannian metric of these
probability distribution manifolds is given by the Fisher information. However, little is known about
information geometry on more general statistical models, such as random field models. In this paper,
our primary objective is to study, from an information theory perspective, how changes in the inverse
temperature parameter affect the metric tensor of Gaussian Markov random field models, more precisely,
the Fisher information regarding the J parameter. By measuring this quantity we are actually capturing
and quantifying an important component of a complex deformation process induced by a displacement

in the inverse temperature parameter direction.

2.3. Maximum Pseudo-Likelihood Estimation in MRF Models

Before we can compute the expected Fisher information in a random field, it is necessary to estimate

the model parameters. In this paper, the Gaussian Markov random field parameters ;. and o2 are

both estimated by the sample mean and variance, respectively (the maximum likelihood estimatives).



However, maximum likelihood estimation is intractable for the inverse temperature parameter estimation,
due to the existence of the partition function in the joint Gibbs distribution. An alternative, proposed by
Besag [15], is to perform maximum pseudo-likelihood estimation, which is based on the conditional
independence principle. The pseudo-likelihood function is defined as the product of the LCDF’s for all
the observations in the random field.

Definition 2. Let an isotropic pairwise Markov random field model be defined on a rectangular lattice

S = {s1,89,...,5,} with a neighborhood system n;. Assuming that X*) = {x IEQ), . ,ng)}

denotes the set corresponding to the observations at a time t (a snapshot of the random field), the
pseudo-likelihood function of the model is defined by:

L(8;X") Hp i i, B) 3)

The pseudo-likelihood function is the product of the local conditional density functions throughout
the field. Note that the pseudo-likelihood function is a function of the model parameters.

2.4. Estimating the Inverse Temperature in the GMRF Model

To derive the maximum pseudo-likelihood (MPL) estimator of the inverse temperature parameter we
proceed by plugging equation (2) into equation (3) and taking the logarithm:

2
. 1 <&
log L (6; X(t)) = —glog (2m0?) — 257 Z [xl —pu—p Z (x; — u)] 4)

=1 JEN;
By differentiating equation (4) with respect to 3 and properly solving the pseudo-likelihood equation
we obtain the following MPL estimator for 3:

zn: [(% —m) Y (- u)]
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Considering that the model is defined on a regular rectangular 2D lattice, the cardinality of the

neighborhood system, |n;],
of neighbors in the lattice and the maximum pseudo-likelihood estimator for the inverse temperature can

be rewritten in terms of cross covariances, since equation (5) can be expressed as:

E 5—ij
5 _ JEN: 6
BJV[PL Z Z é—]k ( )

JEN; ken;
where 0;; denotes the sample covariance between the central variable x; and x; € ;. Similarly, 0

denotes the sample covariance between two variables belonging to the neighborhood system 7; (note



that the definition of a neighborhood system 7); does not include the the location s;). All the information
regarding the inverse temperature parameter is conveyed by the covariance matrix of the observable
local interaction patterns (second-order statistics), which is somehow expected since we are dealing with
Gaussian random variables.

2.5. Expected Fisher Information

As mentioned earlier, in the GMRF model it is possible to obtain exact closed-form expressions for
the expected Fisher information. In this section, we proceed with the derivation of both type-1 (®p)
and type-II (¥ 3) expected Fisher information in isotropic pairwise Gaussian Markov random fields. In
recent research efforts, the authors have already derived these expressions in a previous investigation.
In this paper, we will not cover all the steps involved in the derivation. For more details, the reader is
referred to [11]. To derive an expression for ®3, we plug the LCDF of the isotropic pairwise GMRF
model (equation 2) in the first definition of Fisher information in equation (1) to obtain the following:

®y=—F
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Using the Isserlis’ theorem [16] to compute higher-order moments of normally distributed random
variables we have:

5 = % {Z Z (0?0 + 203500 — 252 Z Z [0ijok + Oikoj + Tuo ] (8)

JEN; ken; JjEn; ken; len;
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where o;; is the covariance between the central variable x; and a neighbor x; € n; and o, o, 0ji, T,

Orm and o, are covariances between two neighboring variables in 7;. Therefore, we can express ®g



in terms of the covariances between the random variables in a local neighborhood system, which means
that we can use the covariance matrix of the local patterns to compute it. Following the same approach,
it is possible to derive an expression to the type-II expected Fisher information, W, as:

2
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— A Y Bl -l = D>
T;EN; THEN; JEN keEn;

where o, 1s the covariance between two neighboring variables in 7;. Note that unlike ®3, W3 does not
depend explicitly on 3 (inverse temperature).

In order to simplify the notations and also to make computations faster, the expressions for ®z and
W can be rewritten in a matrix-vector form. Let X, be the covariance matrix of the random vectors
pi,t = 1,2,...,n, obtained by lexicographic ordering the local configuration patterns x; U ;. In this
work, we choose a second-order neighborhood system, making each local configuration pattern a 3 x 3
patch. Thus, since each vector p; has 9 dimensions, the resulting covariance matrix X, is 9 x 9. Let 3
be the sub-matrix of dimensions 8 x 8 obtained by removing the central row and central column of X,
(these elements are the covariances between x; and each one of its neighbors x; € ;). Also, let 5 be
the vector of dimensions 8 x 1 formed by all the elements of the central row of X, excluding the middle
one (which is the variance of z; actually). Figure 1 illustrates the process of decomposing the covariance
matrix ¥, into the sub-matrix Y. and the vector o' in an isotropic pairwise GMRF model defined on a
second-order neighborhood system (8 nearest neighbors).

Given the above, we can express equations (8) and (9) in a tensorial form using Kronecker products.
The following definitions provide a computationally efficient way to compute both ®3 and W exploring
tensor products.

Definition 3. Ler an isotropic pairwise GMRF be defined on a lattice S = {si1,52,...,8,} with a
neighborhood system n; of size K (usual choices for K are even values: 4, 8, 12, 20 or 24). Assuming
that X®) = {:rgt), :I:gt), e ,xﬁf )} denotes the global configuration of the system at time t, and both p and
3., are defined according to Figure 1, the type-1 expected Fisher information ® g for X® js:

1 - 1 S o AT =T - 2 [|y— -

@ = = 5511, + = [2ll7@ 27Il, - 68116 @ 25|, +36° 1% @ 25 (10)
where || A||, denotes the summation of all the entries of the matrix A (not to be confused with a matrix
norm) and ® denotes the Kronecker (tensor) product. Similarly, it is possible to define Wz using a
matrix-vector notation and tensor products.

Definition 4. Let an isotropic pairwise GMRF be defined on a lattice S = {si1,52,...,8,} with a
neighborhood system n; of size K (usual choices for K are 4, 8, 12, 20 or 24). Assuming that Xt) =
{xgt), :zcg), cee ! )} denotes the global configuration of the system at time t and Y., is defined according
Figure 1, the type-II expected Fisher information Vg for X® jg:



Figure 1. Decomposing the covariance matrix ¥, into 3 and p on a second-order
neighborhood system (K = 8). By expressing both ®5 and W3 in terms of Kronocker
products, it is possible to compute Fisher information in a efficient way during computational

simulations.
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Finally, using this matrix-vector notation, the maximum pseudo-likelihood estimator of the inverse
temperature parameter can be rewritten as:

oIl

et (12)
1=,

BMPL =

2.6. Entropy in the GMRF Model

Our definition of entropy in the Gaussian Markov random field is done by repeating the same process
employed to derive @5 and ¥s. Knowing that the entropy of random variable x is defined by the expected
value of self-information, given by —log p(z), we have the following expression:
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Using the same matrix-vector notation introduced in the previous sections, we can further simplify
the expression for Hpg.

Definition 5. Let an isotropic pairwise GMRF be defined on a lattice S = {si1,52,...,8,} with a

)

neighborhood system n;. Assuming that X®) = {:Egt), azg Yo ,:Uﬁf )} denotes the global configuration of

the system at time t, and p and 3., are defined according to Figure 1, the entropy Hp for X®) g:

U o B2 e B B
Hy = Ho — — | BlIAl, — 5 [ |I+] = Hg — {; 1l = = ¥s (14)
where Hg = 0.5 [log(2mc?) + 1] denotes the entropy of a Gaussian random variable with variance o
and W is the type-II expected Fisher information. For more details the author is referred to [11].

2.7. Uncertainty in the Inverse Temperature Estimation

In estimating the inverse temperature parameter of random fields via maximum pseudo-likelihood,
a relevant question emerges: how to measure the uncertainty in the estimation of 3? Is it possible to
quantify this uncertainty? We will see that both versions of Fisher information play a central role in
answering this question.

It is known from the statistical inference literature that both maximum likelihood and maximum
pseudo-likelihood estimators share an important property: asymptotic normality [17,18]. It is possible,
therefore, to characterize their behavior in the limiting case by knowing the asymptotic variance. A
limitation from maximum pseudo-likelihood approach is that there is no result proving that this method is
asymptotically efficient (maximum likelihood estimators have been shown to be asymptotically efficient
since in the limiting case their variance reaches the Cramer-Rao lower bound). It is known that the

asymptotic covariance matrix of maximum pseudo-likelihood estimators is given by [19]:

— — — —

C(0) = H'(0)J(0)H'(0) (15)

with
H@) = E [V2log L (5; X(”ﬂ (16)
J(@) = Var [Vlog L (5; XWH 17)

where H and J denote, respectively, the Jacobian and Hessian matrices regarding the logarithm of
the pseudo-likelihood function. Considering the single inverse temperature parameter, 5, we have the

following definition for the asymptotic variance of the maximum pseudo-likelihood estimator:
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However, the expected value of the first derivative of log L (5, X(t)> (score function) with relation to

Varg l%log L (é: X(t)>] Ep
= (18)

’Ug:

[ is zero:

E [%logL(@X(t))} _ %i{m%—u] —5ZE[xj—M]} =0 (19)

i=1 JEN:

and the second term in the numerator vanishes, leading us to the final expression for vg as a function of
both type-I and type-II Fisher information, ®g and Wg:
_q)g_q)g—l-\lfg—q/g_ 1 1

= = — 4+ — (P — ¥ 20

showing that in the information equilibrium condition (®3 = W3) we have the traditional Cramer-Rao
lower bound, given by the inverse of the Fisher information. This information equality condition
holds for models in the exponential family of distributions under certain regularity conditions (the
differentiation and integration operators are interchangeable).

Therefore, we can compute the asymptotic variance of the MPL estimator of the inverse temperature
parameter in Gaussian Markov random fields. A simple interpretation of this equation indicates that the
uncertainty in the estimation of the inverse temperature parameter is minimized when V3 is maximized
and ®4 is minimized. Essentially, it means that, in average, the local likelihood functions should not
be flat (there is a reduced number of candidates for ) and most local patterns must be aligned to the
expected global behavior. In the following, we provide a definition for the asymptotic variance of the
inverse temperature MPL estimator in the Gaussian Markov random field model (using the matrix-vector

notation).

Definition 6. Let an isotropic pairwise GMRF be defined on a lattice S = {si1,S2,...,8,} with a

), ey 2! )} denotes the global configuration of

neighborhood system n;. Assuming that X*) = {xgt), xgt
the system at time t, and p and 3 are defined the same way as described in Figure 1, the asymptotic
variance of the maximum pseudo-likelihood estimator of the inverse temperature parameter [3 is given

by (using the same matrix-vector notation):

2 1
vp = e + o 2l Al — 68|l o T |, + 30z ez, e
[BA A
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2.8. The Fisher Curve of a System

By computing ®3, W5 and Hg we have access to three important information-theoretic measures
regarding a global configuration of the random field, X*). The motivation behind the Fisher curve is the
development of a computational tool for the study and characterization of random fields. Basically, the
Fisher curve of a system is the parametric curve embedded in this information-theoretic space obtained
by varying the inverse temperature parameter S from an initial value /; to a final value 5. The resulting
curve provides a geometrical interpretation about how the random field evolves from a lower entropy
configuration A to a higher entropy configuration B (or vice-versa), since the Fisher information plays an
important role in providing a natural metric to the Riemannian manifold of a statistical model [4,5]. We
will call the path from a global system configuration A to a global system configuration B as the Fisher
curve (from A to B) of the system, denoted by F 'B(13). Instead of using the notion of time as parameter
to build the curve F, we parametrize F by the inverse temperature parameter 3. In geometrical terms,
we are measuring the deformation in one component of the metric tensor of the stochastic model induced

by a displacement in the inverse temperature parameter direction.

Definition 7. Let an isotropic pairwise GMRF model be defined on a lattice S = {s1, So, ..., S, } witha
neighborhood system n; and X#0) X B2) - XBn) be a sequence of outcomes (global configurations)
produced by different values of (3; (inverse temperature parameters) for which A = By iy = b1 < B2 <
co+ < By = Buax = B. The system’s Fisher curve from A to B is defined as the function F:R— R
that maps each configuration X% to a point (® ., Ug,, Hg,) in the information space, that is:

FE(8) = (95, Vs, Hp) B=A,.. ., B (22)

where ®3, Vs and Hpy denote the type-I expected Fisher information, the type-II expected Fisher
information and the entropy of the global configuration X, defined by equations (10), (11) and (14),
respectively.

We are especially interested in characterizing random fields by measuring and quantifying their
behavior as the inverse temperature parameter deviates from zero, that is, when temperature leaves
infinity. As mentioned before, the isotropic pairwise GMRF model belongs to the regular exponential
family of distributions when the inverse temperature parameter is zero (1" = oco). In this case, it
has been shown that the geometric structure, whose natural Riemannian metric is given by the Fisher
information matrix (metric tensor), has constant negative curvature (hyperbolic geometry). Besides,
Fisher information can be measured by two different but equivalent ways (information equality).

As the inverse temperature increases, the model starts to deviate from this known scenario, and the
original Riemannian metric does not correctly represents the geometric structure anymore (since there
is an additional parameter). The manifold which used to be 2D (surface) now slowly is transformed
(deformed) to a different structure. In other words, as this extra dimension is gradually emerging (since
£ not null), the metric tensor is transformed (the original 2 x 2 Fisher information matrix becomes a
3 x 3 matrix). We believe that the intrinsic notion of time in the evolution of a random field composed
by Gaussian variables (isotropic pairwise GMRF) is caused by the irreversibility of this deformation
process. In this particular study, we are concerned only in measuring the Fisher information regarding
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the inverse temperature parameter (a single component of the metric tensor). A further investigation
concerns the derivation, simulation an analysis of the complete Fisher information matrix in Gaussian

random fields (the complete metric tensor). We intend to focus at this problem in future works.

3. Results and Discussion

In this section, we present some experimental results using computational methods for simulating
the evolution of random fields. All the simulations were performed with Markov Chain Monte Carlo
(MCMC) algorithms for generating random field outcomes based on the specification of the model
parameters. In this paper, we make use of the Metropolis-Hastings algorithm [20].

Our main objective is to measure $g, W3 and Hg along a MCMC simulation in which the inverse
temperature parameter (3 is controlled to guide the global system behavior. Initially, 3 is set to Sy;rv = 0,
that is, the initial temperature is infinite. In the following, (3 is linearly increased, with fixed increments
Ap, up to an upper limit Sy,4x. After that, the reverse process is performed, that is, the inverse
temperature is linearly decreased using the same fixed increments (—A /) down to zero. We are actually
performing a positive displacement followed by a negative displacement along the inverse temperature
parameter direction. By sensing a component of the metric tensor (Fisher information) at each point, we
are trying to capture part of the deformation in the geometric structure of the manifold defined by the
random field’s parametric space throughout the process.

Our simulation was performed using the following parameter settings: ;1 = 0, 02 = 1 (initial value),
A= Byiv =0, B = Byax = 0.5, Ag = 0.001 and 1000 iterations. At each iteration, the values
of yu and o2 are updated by computing the sample mean and sample variance, respectively. The inverse
temperature parameter is updated by computing the maximum pseudo-likelihood estimative. Figures
2 and 3 show some samples of the random field during the evolution of the system, the real values
of (5 (used to generate the random field outcomes) and the estimative B v pr along the an entire MCMC
simulation. Note that in this model, the maximum pseudo-likelihood estimator of the inverse temperature
parameter underestimates the real parameter. The experimental results suggest that an upper bound for
B Mvpr is a value close to 1/ K, where K is the size of the neighborhood system. In all experiments we
consider a second-order system, which corresponds to K = 8.

Figure 4 shows the asymptotic variance of the maximum pseudo-likelihood estimator of the inverse
temperature parameter, given by equation (21), for the isotropic pairwise GMRF model along the MCMC
simulation. Note that the critical issue concerning the bias-variance tradeoff in this model is the large
bias (since the asymptotic variance is quite small in comparison to the bias).

We now proceed to the analysis of the entropy in the isotropic pairwise GMRF model. Figure 5
shows the behavior of Hg along the MCMC simulation. Note that entropy has some fluctuations for
small values of 3 and it starts to increase as the inverse temperature parameter deviates from zero (or T’
deviates from infinity). In the beginning of the simulation, that is, for small values of 3, Hjz fluctuates
around a base level. After a certain moment, the system’s entropy shows a completely different behavior:
it starts to increase rapidly. The simulation results suggest this behavior is directly related with variations
in Fisher information (components of the metric tensor).
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Figure 2. Global system configurations along a Markov chain Monte Carlo (MCMC)
simulation. Evolution of the random field as the inverse temperature parameter, 3, is changed
in order to control the expected global behavior.

Figure 3. Variations in 5 and BMPL along the MCMC simulation in the GMRF model.
The MPL estimatives of the inverse temperature parameter in the isotropic pairwise GMRF
model underestimates the real parameter values. The obtained results show that the upper
bound for B vpr is 1/ K, where K is the size of the neighborhood system.
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Figure 6 shows the plot of both forms of Fisher information, ®z and W3 along the MCMC simulation.
Some observations should be pointed out. First, it is clear that both forms of Fisher information
significantly diverge for larger values of the inverse temperature parameter. In other words, the
information equality prevails only when [ is close to zero. Moreover, the asymmetry in both forms
of Fisher information is clearly visible, even though the total displacement in the inverse temperature
parameter direction is symmetric and adds up to zero. Note also that the way ®z and Wz deviate from
the equilibrium condition is significantly different from the way both of them approximate this condition.
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Figure 4. Asymptotic variance of the maximum pseudo-likelihood estimator of the inverse
temperature parameter along the MCMC simulation. In the isotropic pairwise GMRF model,
the critical term in the bias-variance tradeoff is the large bias of B M pL, Whose value is upper
bounded by 1/ K, where K is the size of the neighborhood system.
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Figure 5. Entropy in the isotropic pairwise GMRF model along the MCMC simulation.
When the temperature is infinity (5 = 0), entropy reaches its minimum value. A close
inspection to the graph reveals that the behavior of Hg is not symmetric, although the total
displacement in the inverse temperature direction adds up to zero (from O to 0.5 and back).
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In the following, a more geometric interpretation is discussed. In the beginning of the simulation,
when the inverse temperature parameter is zero, the random field model degenerates to a simple Gaussian
model (normal density). It is known that in this scenario the parametric space is a surface with constant
curvature. In fact, this curvature is negative and equals minus one (hyperbolic geometry) [4]. The
metric tensor, used to measure the deformation of the parametric space locally, is given by the Fisher
information matrix. However, when temperature deviates from infinity (5 deviates from zero), the
original surface that represents the parametric space is transformed into a complex 3D Riemannian
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Figure 6. Fisher information in the isotropic pairwise GMRF model along the MCMC
simulation. When the temperature is infinity (5 = 0), the information equality prevails,
however, for larger values of 3, 3 and W4 diverge.

60

n
o

N
o

N
o

Fisher information
w
o

10

0 200 400 600 800 1000
iterations

manifold, whose geometrical structure is defined by a novel metric tensor. The properties of this manifold
are unknown, but by measuring Fisher information regarding the inverse temperature parameter we are
trying to gain insights about the geometry of this manifold. In practical terms, what happens to the
metric tensor can be summarized as: by moving forward ¢ units in 3 direction we sense an effect that
is not compatible with the effect produced by a displacement of § units in the opposite direction. In
other words, moving towards higher entropy states (J increases) is different from moving towards lower
entropy states (/3 decreases). This idea is illustrated by a plot of the Fisher curve of the random field along
the simulation. Figure 7 shows the estimated 2D Fisher curves F2(3) = (@5, ¥4) for 8 = 0,...,0.5
(the blue curve) and ﬁg‘(ﬁ) = (®g, Up) for 5 =0.5,...,0 (the red curve).

Note that according to the Fisher curve, the basic notion of an arrow of time start to emerge when the
information equilibrium condition vanishes. Suppose the following situation: initially, when temperature
is infinite, the random field is at a state A. As temperature is gradually reduced (/3 is increasing), the
system reaches a different state A’. During this period, there is no perception of time yet. Now, let us
imagine that temperature is being increased (/3 is decreasing). In terms of information, the path from
A’ to A is the same as the path from A to A’. In other words, it is not possible to know whether we are
moving forward or backwards in time, simply because at this point the notion of time is not clear (as
well as the notions of past and future). Seemingly, time behaves as a space-like dimension since it is
possible to move in both directions in this information space (the states A and A’ are equivalent in terms
of entropy, since there is no significant variation of Hg). Let us suppose now that from the state A the
random field has evolved to the state A”. In this case, the notion of time is clear, since to take the system
back to A it is necessary to go through a different path, that is, in terms of information the path from A to
A” is not the same as the path from A” to A. In fact, at this point, the deformations induced by the metric
tensor into the parametric space (manifold) are not reversible for opposite displacements in the inverse
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temperature direction (it seems that the deformations caused in the manifold by the emergence of this
extra dimension [ are difrerent from the deformations induced by the vanishing of this extra dimension).

Figure 7. 2D Fisher curve of the random field along the MCMC simulation. The parametric
curve was built by varying the inverse temperature parameter § from Spny = 0 to
Bmax = 0.5 and back. The results show that moving along different entropic states causes

the emergence of a natural orientation in terms of information (the arrow of time).
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The same curve illustrated by the previous Figure was plotted now in 3 dimensions. Figure 8 shows
the 3D Fisher curve of the random field along the same MCMC simulation (now including entropy
information). Once more, note that when the system is moving towards a higher entropy state (from A
to B) the path is different from the one obtained by bringing the system back to a lower entropy state
(from B to A). This natural orientation in the information space induces an arrow of time throughout the
evolution of the random field. In other words, the only way to go from A to B by the red path would
be running the simulation backwards. Note, however, that when moving along states whose variation in
entropy is negligible (practically zero) the notion of time is not apparent. Again, suppose we move from
the state A to the state A’ indicated in Figure 8. The path from A to A’ is the same as the path from A’ to
A, since both states are in the same base entropic level. In this case, it is not possible to detect whether
we are moving forward or backwards in time (it is difficult to perceive the passage of time).

In order to emphasize the role of Fisher information in studying the emergence of the arrow of time
in random fields, Figure 9 shows the parametric curve obtained by plotting some statistics used in the
3,]|. and [[7]|,. The obtained results show that by

oIl
simply looking at these two measures it is not possible to capture an arrow of time. By analyzing these

definition of both ®3 and W3, more precisely,

measurements we cannot say whether the system is moving forwards or backwards in time at all (even
for large variations on the inverse temperature parameter). Note that the path from A (8 = 0) to B
(8 = 0.5) is essentially the same as the path from B to A. Therefore, by monitoring only these two
quantities we are not actually measuring the deformations induced by the metric tensor to the parametric
space (random field model manifold).
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Figure 8. 3D Fisher curve of the random field along the MCMC simulation. Note that, from
a differential geometry perspective, as @z deviates from Wz the torsion of the curve becomes
evident since it leaves the plane of constant entropy.
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3.1. Final Remarks

This section describes the main results obtained in this paper, focusing on the interpretation of the
Fisher curve of a random field. Basically, when temperature is infinite entropy fluctuates around a
minimum base value and the information equality prevails. From an information geometry perspective,
a reduction in temperature (increase in [3) causes a series of changes in the random field, since the
metric tensor related to the parametric space is drastically deformed in an apparently non-reversible way,
inducing the emergence of an arrow of time.

By quantifying and measuring an arrow of time in random fields, a relevant aspect that naturally arises
concerns the notions of past and future. Suppose the random field is now in a state A, moving towards
an increase in entropy (/3 is increasing). Within this context, the analysis of the Fisher curve suggests a
possible interpretation: past is related to a set of states P = { X(?~)} whose entropies are lower than the
entropy of the current state A. Or equivalently, past is also related to a set of states P = {X (ﬁ“} whose
entropies are higher than A, provided the random field is moving towards a lower entropy state.

Again, let us suppose the random field is in a state A and moving towards an increase in entropy (3 is
increasing). Similarly, future refers to a set of states F' = {X (BH} whose entropies are higher than the
entropy of the current state A (or equivalently, future also refers to the set of states F' = {X (5_)} whose
entropies are lower than A, provided that the random field is moving towards a decrease in entropy).

Note that according to this possible interpretation, the notion of future is related to the direction of
the movement, pointed by the tangent vector at a point (®5, Vg, Hg) of the Fisher curve. Therefore, if
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oIl
model along the MCMC simulation. The parametric curve was built by varying the inverse

Figure 9. Variations in the statistics ||3 and ||p]|, of an isotropic pairwise GMRF
temperature parameter S from Sy v = 0 to Syrax = 0.5 and back. Note that in this case
the arrow of time is not evident since the two curves, F'2(3) and F([3), are essentially the

same.
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along the evolution of the random field there is no significant change in the system’s entropy (as when
the random field moves from A to A’ in Figure 8), it would be possible to access past by simply moving
into the opposite direction (by a displacement in the opposite direction along the inverse temperature
parameter), as if time were a spatial dimension (given the stochastic nature of the model, this access to
the past does not mean we would actually revisit exactly the same state again, only a equivalent one with
the same global properties). However, in this case, where there is no significant changes in entropy, the

notions of past and future seem to be meaningless.

4. Conclusions

In this paper, we addressed the problem of measuring the emergence of an arrow of time in Gaussian
random field models. To intrinsically investigate the effect of the passage of time, we performed
computational simulations of random fields in which the inverse temperature parameter is controlled to
guide the system behavior throughout different entropic states. Investigations about the relation between
two important information-theoretic measures, entropy and Fisher information, led us to the definition
of the Fisher curve of a random field, a parametric trajectory embbeded in an information space, which
characterizes the system behavior in terms of variations in the inverse temperature parameter. Basically,
this curve provides a geometrical tool for the analysis of random fields by showing how different entropic
states are "linked" in terms of Fisher information, which is, by definition, the metric tensor of the
underlying random field model parametric space. In other words, when the random field moves along
different entropic states, its parametric space is actually being deformed by changes that happen in Fisher
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Figure 10. The Fisher curve, an arrow of time and notions of past and future in the evolution

of a Gaussian random field.
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information (the metric tensor). In this scientific investigation we observe what happens to this geometric
structure when the inverse temperature parameter is modified, that is, when temperature deviates from
infinity, by measuring both entropy and Fisher information. An indirect subproblem involved in the
solution of this main problem was the estimation of the inverse temperature parameter of a random field,
given an outcome (snapshot) of the system. To tackle this subproblem, we used a statistical approach
known as maximum pseudo-likelihood estimation, which is especially suitable for random fields, since
it avoids computations with the joint Gibbs distribution, often computationally intractable. Our obtained
results show that moving towards higher entropy states is different from moving towards lower entropy
states, since the Fisher curves are not the same. This asymmetry induces a natural orientation to the
process of taking the random field from an initial state A to a final state B and back, which is basically
the direction pointed by the arrow of time, since the only way to move in the opposite direction is by
running the simulations backwards.

Another observation regarding the analysis of the Fisher curves and the computational simulations
suggest that the proposed intrinsic notion of time as the rate at which the parametric space is being
deformed is highly non-linear. Apparently, the passage of time seems to be "faster" when entropy has an
intermediate value (A H is large for small displacements in ) and "slower" when its value is extremal
(very low or very high). In a Gaussian random field, it takes a greater effort to increase the system’s
entropy around a minimum base level in comparison to an intermediate value. The same observation is
valid when decreasing the system’s entropy: to move the system away from a maximum entropy state
demands "more time" (A H is small for small displacements in /) since the deformations in the metric
tensor are smooth and not abrupt (it is not so clear to perceive the passage of time).

Future works include the study of the Fisher curve in other random field models, such as the Ising
and g-state Potts models. Moreover, we are currently working in the full specification of the Fisher
information matrix regarding the Gaussian random field model (derivation of the all 9 components of the
metric tensor) to completely characterize the geometrical structure of its manifold and to gain a deeper
insight on the problems discussed here. Finally, a possible investigation concerns the analysis of the

spectrum of the metric tensor throughout MCMC simulations. We expect that the eigenvalues of the
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Fisher information matrix (a positive semidefinite operator) may reveal relevant information about the

evolution of the system, since they will possibly be functions of the inverse temperature parameter.
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