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Abstract: I explore the entropy of a diffusing particle. Further examination of the mutual 

information of the particle and the vacuum, yields a derivation of the “action” of the particle 

being equal to the entropy. I argue the second law of thermodynamics is the justification for 

the principle of least action.  

Keywords: Entropy; action; quantum of action; discrete space; discrete time; diffusion 

 

1. Introduction 

Information theory is closely related to physics through both quantum mechanics and 

thermodynamics. By looking at the quantum diffusion of a massive particle and calculating its entropy 

conditioned on its interaction with the vacuum, it is possible to derive the “action” of the particle.  

The “action” of the particle is as foundational to physics and its history as are the concepts of 

thermodynamics [1]. By showing the unification of entropy and action we see what could be the tip of 

the iceberg. 

2. Diffusion 

As a simple model for the diffusion of a particle, I suggest that the minimum uncertainty wave packet 

undergoes the Bernoulli process. With this model we calculate the entropy. 
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2.1. Bernoulli Process 

Introducing the Bernoulli process as reviewed by Chandrasakhar and Reif [2,3], we can look at the 

average displacement where ߚ is the probability of stepping to the right, ܰ is the number of steps and ݔߜ is the step size, ݔ(ܰ)തതതതതതത is the average displacement and ܿݐ is the speed of light times time. We have, ݔ(ܰ)തതതതതതത = ߚ2) − ܰݔߜ(1 = ߚ2) −  ݐܿ(1
Or1,  (2ߚ − 1) =  ܿ/ݒ

When you correctly account for the variance from diffusion in both the spatial ൫∆ݔ(ܰ)ఉ൯ଶ	and 

momentum domain,	∆݌(ܰ)ఉ , you get, ൫∆ݔ஻(ܰ)ఉ൯ଶ . We see the variance of a particles location as 

function of number of steps [2,4], ൫∆ݔ஻(ܰ)ఉ൯ଶ = ൫∆ݔ(ܰ)ఉ൯ଶ + ቆ∆݌(ܰ)ఉ݉ = ቇଶܰݐߜ 1)ߚ4 −  (ଶܰ(ݔߜ)2)(ߚ
Plugging in the equation above between ݒ and β  

ଶ(஻(ܰ)௩ݔ∆) = 2 ൬1 − ቀܿݒቁଶ൰  ଶܰ(ݔߜ)

2.2. Minimum Uncertainty Wave Packet 

Consider a minimum uncertainty wave packet, or Gaussian wave packet superimposed onto a discrete 

(left / right) step. When one considers the Hirshmann entropy of the Gaussian and adds it to the binary 

entropy of the Bermoulli process the result is one natural unit of entropy per step when ߚ = 1/2. Let’s 

see how this plays out. 

Hirshman [5] proposed that to properly measure the entropy contained in a pair of distributions linked 

through the Fourier Transform (FT) one must add the differential entropy of the probability distribution 

in the time domain to the differential entropy of the probability distribution in the standard frequency 

domain. Hirshman found that any FT pair contained at least ݈(2/݁)݃݋ of information and that the 

Gaussian has exactly ݈(2/݁)݃݋.  
I suggest that addition entropy from each step of the Bernoulli process can be added to the wave 

function. If we break apart the Gaussian into a positive and negative state (which models the Bernoulli 

process) we can see this more formally. 

The positive eigenvalue state is ߶ା(ݔ) = 1ඥ2ߨ(Δݔ)ଶభ/ర ݁ି(௫ିఋ௫)మସ(୼௫)మ  

And for the negative eigenvalue, 

                                                 
1 Notice that this equation is mathematically nice since ߚ ∈ [0,1] and ݒ ∈ [−ܿ, ܿ] 
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(ݔ)ି߶ = 1ඥ2ߨ(Δݔ)ଶభ/ర ݁ି(௫ାఋ௫)మସ(୼௫)మ  

If Δݔ ≪  the two functions don’t overlap, they don’t interfere and thus according to Feynman [1] ݔߜ

it’s their probability distributions that add not the probability amplitudes (or wave functions). See  

Figure 1. If the probability the particle steps to the right is ߚ, the resulting probability distribution for 
the spatial domain ݌థ(ݔ) is, ݌థ(ݔ) = ଶ|(ݔ)ା߶|ߚ + (1 −  ଶ|(ݔ)ି߶|(ߚ

Taking the Fourier Transform, where ݇ is the wave number, we have 

Φା ൬2݇ߨ൰ = න߶ା(ݔ)݁ି௜௞௫݀ݔ 

Φି ൬2݇ߨ൰ = න߶ି(ݔ)݁ି௜௞௫݀ݔ 

The resulting probability distribution (with the integrand for clarity) for the standard wave vector 

domain, ஍ܲ(݇ ⁄ߨ2 ) is,  

஍ܲ ൬2݇ߨ൰ ݀ ൬2݇ߨ൰ 	= ߚ ฬΦା ൬2݇ߨ൰ฬଶ ݀ ൬2݇ߨ൰ + (1 − (ߚ ฬΦି ൬2݇ߨ൰ฬଶ ݀ ൬2݇ߨ൰ 

Given the modulation properties of the FT, |Φା|ଶ = |Φି|ଶ and with 2Δ݇Δݔ = 1, ஍ܲ(݇ ⁄ߨ2 ) reduces to  

஍ܲ ൬2݇ߨ൰ ݀ ൬2݇ߨ൰ = ඨ ଶ(Δ݇)ߨ2 ݁ ି௞మଶ(୼௞)మ݀ ൬2݇ߨ൰ 

2.3. Hirshman Sum 

Now using Hirshman’s sum the resulting entropy, ܪ௖ is the sum of the differential entropy, ℎ(), in 

the time domain plus the differential entropy in the standard frequency domain. ܪ௖ = ℎ ቀ݌థ(ݔ)ቁ + ℎ ൭ ஍ܲ ൬2݇ߨ൰൱ 

= (ߚ)ଶܪ + ଵଶ݈݃݋(݁ߨ2(Δݔ)ଶ) + ଵଶ݈݃݋(݁(Δ݇)ଶ ⁄ߨ2 ) = (ߚ)ଶܪ + log	(݁/2) 
Where the binary entropy is, ܪଶ(ߚ) ܪଶ(ߚ) = ߚ− log(ߚ) − (1 − (1	log(ߚ −  (ߚ
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Figure 1. Probability for Gaussian with non-overlapping positive and negative states. 

Notice that when ߚ = ௖ܪ ,1/2 = 1	natural unit of entropy per step. 

3. Joint Entropy: Particle, Vacuum 

Now let us consider separating the conditional entropy of the particle given the vacuum and the 

mutual information with the vacuum. 

3.1. Conditional entropy of a kinetic particle 

I claim that the entropy calculated in section 2.3, ܪ௖, is actually the entropy of the particle conditioned 

on the vacuum. ܪ௖ =  (݈ܽ݅ݐ݊݁ݐ݋݌	݉ݑݑܿܽݒ|݈݁ܿ݅ݐݎܽ݌)ܪ
This is because the particle has interacted with the vacuum potential to make it kinetic and given it a 

velocity. If the particle has no more interaction with a force or the vacuum, the particle will continue to 

move with the same velocity as dictated by Newton’s first law [1]. The resulting biased diffusion is thus 

a function of the state of the particle after its interaction with the vacuum. 

If we return to our result from section 2.3 and with (2β − 1) = ܿ/ݒ ≪ 1, we can Taylor expand the 

logarithm in ܪଶ(β)  and reduce it to log(2) − ଶ/2(ܿ/ݒ)  for a total entropy of the particle of 1 ݐߜ ,ଶ/2 in natural units per step. With the step occurring each quantum unit of time(ܿ/ݒ)− = ℏ 2݉ܿଶ⁄ [4], 

the conditional entropy,	ܪ஼, rate is  dܪ஼dݐ = 2ℏቆ݉ܿଶ − ଶ2ݒ݉ ቇ = 2ℏ (݉ܿଶ −  (ܭ
3.2. Mutual information: particle and vacuum 

Let’s now consider the mutual information between the vacuum and the particle. Using the Gaussian 

channel [6] where the signal is a step in the vacuum Bernoulli process and the noise is the diffusion of 

the particle over the relaxation time, ߬ = ℏ 2݇஻ܶ⁄  [7–9], the incremental information is dܥ dܥ = 12 log	൬1 + ܵܰ஽൰ 

The signal,	ܵ, is (∆ݔ஻(ܰ)௩)ଶ from section 2.1 with ܰ = 1 ܵ = (Δݔ஻)௏௔௖௖௨௠ଶ = 2 ൬1 − ቀܿݒቁଶ൰  ଶ(௩௔௖௨௨௠ݔߜ)
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Where ݔߜ௩௔௖௨௨௠ is the spatial step of the vacuum. 
We can calculate the noise, ஽ܰ, by using Einstein’s kinetic relation for the diffusion constant, ܦఓ [7–

9], with the diffusion over the relaxation time, ߬, 

஽ܰ = ఓ߬ܦ2 = ஻ܶ߬݇ߤ2 = ܨℏݒ  

We now make the interpretation that a step in the vacuum Bernoulli process, ݔߜ௩௔௖௨௨௠, divided by 

the speed of light, is the time differential dݐ. Since ܵ ≪ ஽ܰ we can Taylor expand the logarithm. We 

should also account for both the positive and negative energy states which are the solution to Dirac’s 

equation [10], we get a factor of 2 when calculating the differential mutual information, ܫெ, 

dܫெ = 2dܥ = 2 ൬1 − ቀܿݒቁଶ൰ ℏݒଶ(ݐ݀)ଶܿܨ  

With ݒ = dݔ/dݐ, we have,  dܫெdݐ = ଶ(ݐd)/ݔଶℏdܿܨ2 − ℏݐdݒܨ2  

Replacing the force, ܨ, as ݉dݔ/(dݐ)ଶ and ݒdݐ = dݔ; we next consider conservative forces so we can 

replace the incremental work, ܨdݔ, with the potential energy, ܸ, minus the reference potential, ଴ܸ. dܫெdݐ = 2ℏ (݉ܿଶ + ܸ − ଴ܸ) 
To solve for the reference potential energy, ଴ܸ , I postulate that the particle and the vacuum are 
independent when the potential is zero, ܸ = 0. When the two are independent the mutual information 
rate is zero [6], 2ℏ (݉ܿଶ − ଴ܸ) = 0 

And thus dܫெdݐ = 2ℏܸ 

3.3. Entropy and “Action” 

From information theory, one can prove [6] that the total self-information, ,ܪ	  is equal to the 

conditional entropy, ܪ௖, plus the mutual information, ܫெ. Thus we have, ܪ = ௖ܪ +  ெܫ

Or,  ܪ = 2ℏන(݉ܿଶ − ܭ) − ݐ݀((ܸ = 2ℏන(݉ܿଶ − ℒ)݀ݐ 
We now see that the self-information of the particle given is equal to the time integral of the mass energy 

minus the Lagrangian, ℒ, with a proportionality being the quantum of “action”. 
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3.4. Principle of least action 

For ݒ ≪ ܿ (which is an assumption we used to Taylor expand the logarithm), ݉ܿଶ will be a constant 

and thus the integrand (݉ܿଶ − ℒ) is an equivalent Lagrangian to ℒ, except with the minus sign [1].  

I will not attempt to review the calculus of variations or Hamilton’s principle [1,11] here (which 

allows one to derive the equations of motion); however I will state that the principle of least action is 

now seen as a principle of maximum entropy. One could go further and suggest that the principle of least 

action is a consequence of the second law of thermodynamics driving self-information or entropy to a 

maximum [1,3]. 

4. Conclusion 

In this letter, I have suggested that the conditional entropy rate of diffusion is proportional to the mass 

of the particle minus the kinetic energy. Further, the mutual information between the particle and the 

vacuum is equal to the potential energy. This leads us to the conclusion that the entropy of the particle 

(in natural units) is equal to the energy times time minus the “action” of the particle (in units of the 

quantum of action).  

In an attempt to keep this letter brief, I will not go into all the implications I see, but rather mention 

two and provide the reader a few references [4,12–14] for more.  

First, if we unify “action” and entropy, then entropy should be quantized like “action” is. The entropy 

of a particle, the entropy of a degree of freedom should be quantized to integer natural units. 

Second, if “action” is finite, then entropy should be finite, which means precision to a continuous 

value is not possible. This implies that space-time from a discrete set of possible values. 

I lastly argue that further investigation has the potential to unify two basic tenants of physics and has 

the potential bring insight to previously unseen solutions. 
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