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 PCE model is able to efficiently quantify uncertainties caused by many sources with ten time faster than 

NAM model

 The GLUE method can be used to generate the initial input for EnKF to imprive efficient of forecasting

 Results forecasted with a metamodel based on PCE method are as good as those by MIKE-NAM 

modelthrough automatic updating of states and parameters by EnKF

Effects of Experiment Design (N) & 

Polynomial degree (p)

Comparisons of results of MIKE-NAM vs. 

Metamodel-PCE (Experiment design, N = 1000 and 

Polynomial Degree, p = 3)

 Quantifying the uncertain ranges due to many sources is indeed important but time consuming.

 Securing sufficient (golden) time plays a significant role in terms of flood warning and risk mitigation.

 if 30 min/run, ~5.7 years for 10^7

 if 30 sec/run, ~0.1 years for 10^7

 if 30 ms/run, ~50 min for 10^7

Quantifying 

Uncertainties

Dimension

(the number of  

uncertain parameters)

Model runs required

(10 points per dimension)

Time required in 100 cores

(30 CPU minutes 

per simulation1)

1 10 3 minutes

2 100 30 minutes

3 1 000 5 hours

4 10 000 ~2 days

7 10 000 000 ~5.7 years

Securing 

golden time
vs.

Parameter 𝜽𝑡 Model state 𝒙𝑡𝑡

Run NAM model

[𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 (𝑦𝑡
𝑗
),𝑚𝑜𝑑𝑒𝑙 𝑠𝑡𝑎𝑡𝑒 (𝒙𝑡+1

𝑗
)]

= 𝑁𝐴𝑀(𝒙𝑡 , 𝒖𝑡 , 𝜽𝑡)

Build PCE model

[𝑦𝑡
𝑗
𝒙𝑡
𝑗
] = 𝑃𝐶𝐸(𝒙𝑡 , 𝒖𝑡 , 𝜽𝑡)
≃ 𝑁𝐴𝑀(𝒙𝑡, 𝒖𝑡, 𝜽𝑡)

𝑴𝒐𝒅𝒆𝒍 = {𝑃𝐶𝐸, 𝑁𝐴𝑀}

j = N (Experimental design)

j = j+1
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sampling

Polynomial 

degree p

Input 𝒖𝑡 Parameter range of M

parameters 𝜽

Input 𝒖with 𝑇𝑝
time

Initial states 𝒙0
at time t=0

Latin hypercube 

sampling

Run  model

[𝑦 𝒙] =
𝑴𝒐𝒅𝒆𝒍(𝒙0,𝒖,𝜽)

Likelihood function

Acceptance threshold

Ensemble 

behavioral sets (n)

𝜽𝑖; i = 1, …,n

Ensemble model state 

at t = 𝑇𝑝
𝒙𝑇𝑝
𝑖 ; i = 1,…,n

Uncertainty of 

model simulation

𝑦𝑖; i = 1, …,n

Observation 

(𝑦𝑂𝑏𝑠)

loop G
L

U
E

Ensemble states (𝒙𝑡
𝑖+), input 𝒖𝑡, and ensemble parameters 

(𝜽𝑡
𝑖+) at time t

Ensemble size (n), i = 1,…,n

𝜽𝑡+1
𝑖− = 𝜽𝑡

𝑖+

Obtain ensemble of model results by 𝒙𝑡+1
𝑖− and 𝜽𝑡+1

𝑖−

𝑦𝑡+1
𝑖 = 𝑴𝒐𝒅𝒆𝒍(𝒙𝑡+1

𝑖− , 𝒖𝑡+1, 𝜽𝑡+1
𝑖− )

Update the ensemble parameters

𝜽𝑡+1
𝑖+ = 𝜽𝑡+1

𝑖− + 𝐾𝑡+1
𝜽 𝑦𝑡+1

𝑂𝑏𝑠,𝑖 − 𝑦𝑡+1
𝑖

𝐾𝑡+1
𝜽 is the Kalman gain of parameter correction

Obtain ensemble of model results by 𝒙𝑡+1
𝑖− and 𝜽𝑡+1

𝑖+

𝑦𝑡+1
𝑖 = 𝑴𝒐𝒅𝒆𝒍(𝒙𝑡+1

𝑖− , 𝒖𝑡+1, 𝜽𝑡+1
𝑖+ )

Update the ensemble states

𝒙𝑡+1
𝑖+ = 𝒙𝑡+1

𝑖− + 𝐾𝑡+1
𝑥 𝑦𝑡+1

𝑂𝑏𝑠,𝑖 − 𝑦𝑡+1
𝑖

𝐾𝑡
𝒙 is the Kalman gain of state correction

Streamflow prediction

t = t + 1

Perturbed observation at 

time t+1:

𝑦𝑡+1
𝑂𝑏𝑠,𝑖 = 𝑦𝑡+1

𝑂𝑏𝑠 + 𝜂𝑡+1
𝑖

𝜂𝑡+1
𝑖 ~𝑁 0,  

𝑡+1

𝑦𝑂𝑏𝑠
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Obtain ensemble of model states at t+1 by 𝒙𝑡
𝑖+and 𝜽𝑡

𝑖+

𝒙𝑡+1
𝑖− = 𝑴𝒐𝒅𝒆𝒍(𝒙𝑡

𝑖+, 𝒖𝑡, 𝜽𝑡
𝑖+)

Schemes
Calibration Forecast

Model Calibration method Model State-parameter updating

1

NAM GLUE

NAM None

2 NAM States updated

3 NAM Dual parameters-states updated

4

PCE GLUE

PCE None

5 PCE States updated

6 PCE Dual parameters-states updated
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The comparison of the executed time 

between NAM and PCE model
The result of model forecasting in real-time; Scheme 1 and 4 are NAM model and 

PCE model; Scheme 2 and 5 are NAM model and PCE mode with updated state 

using EnKF; Scheme 3 and 6 are NAM model and PCE model with dual parameter-

state updated using Dual-EnKF
The verification of model forecasting, SC means Scheme
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