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 Models used in this research: OpenAI Ada, Babbage, Curie, GPT, Dis-
�lGPT2, GPT2, GPTNeo, XLNet. 
 The models require high graphics card se�ngs, and in this case, Nvidia T4 
graphics cards are used. For this reason, and also to speed up the calcula�ons, 
the Python Facebook DeepSpeed library was used. DeepSpeed is a deep learn-
ing op�miza�on library to provide an easy and efficient use of distributed com-
pu�ng in model training. DeepSpeed uses ZeRO (Zero Redundancy Op�mizer) 
op�miza�on strategies / steps. These strategies eliminate excess memory in all 
parallel data processes by dividing the three model states (op�mizer states, 
slopes, and parameters) in parallel data processes rather than repea�ng them.
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Conclusion
This ar�cle reviewed the architecture of transformers and the main models of transformers that can currently be used. Informa�on is also provided on 
how model training should be performed in the case of models that are par�cularly large. And the idea of adap�ng natural language genera�on to busi-
ness name genera�on is presented and is being further developed. Looking at the results of the study, it can be seen that when evalua�ng only the per-
plexity metric, it does not always show the best model. A par�cularly important assessment method for assessing natural language genera�on is human 
assessment, so a consumer survey was conducted in this study. The obtained results showed that in the case of business name genera�on, the larger 
models do not have sta�s�cally significantly be�er results compared to the smaller models. Against this background, the applica�on of larger models in 
prac�ce is not beneficial because the genera�on of larger model names takes a sta�s�cally significant longer �me than the genera�on of names with 
smaller models. It is also no�ceable that the new genera�on of transformers features much be�er genera�on of business names, and XLNet models were 
not even suitable for this task.
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 The con�nuous improvement of ar�ficial intelligence/machine learning leads to an increasing search for the broader applica�on of these technolog-
ical solu�ons to structured and unstructured data. One of the applica�ons for unstructured data is natural language processing (NLP). Natural language 
processing is the computer analysis and processing of natural language (which can be delivered and wri�en) using various technologies. NLP aims at 
linguis�cally adapted various tasks or computer programs in human languages. Natural language processing is finding more and more different ways to 
adjust to real prac�cal problems. These tasks can range from finding meaningful informa�on in unstructured data, analysing sen�ments, and transla�ng 
the text into another language to fully automated human-level text crea�on. This study aims to apply natural language modelling models and the architec-
ture of transformers to generate high-quality business names. The dataset for this study consists of 350,928 observa�ons/business names (299,964 train-
ing and 50,964 observa�ons in the test sample). This data was collected using the websites of start-ups from all over the world. For different models com-
parison, the data set was divided into two parts. The training data set represented 80%, and the test data set 20%. The experiments in this study were per-
formed using a Google Cloud Pla�orm virtual machine with parameters:12 vCPUs, 78 GB random access memory (RAM), 1 x NVIDIA Tesla T4 GPU (16 GB 
VRAM). For the biggest models, the GPT-J-6B and GPT2-XL virtual machine parameters have been increased to 16vCPUs, 150GB of RAM, and 2x NVIDIA 
Tesla T4. Based on perplexity metrics, the best-rated model, in this case, is GPT. Meanwhile, considering only the new genera�on models, the best result 
is observed with the GPT2-Medium model. However, the results of the study show that people's assessment and assessment by perplexity are different. 
In human evalua�on, it is observed that the best result is obtained using the GPT-Neo-1.3B model. The evalua�on of this model is sta�s�cally significantly 
higher compared to other models (p <0.05). Interes�ngly, the GPT-Neo-2.7B model has poorer results. Its evalua�on does not differ sta�s�cally signifi-
cantly from the GPT-Neo-125M model (p> 0.05), which is even 20 �mes smaller. A cri�cal element in using the ZeRO3 op�mizer is the high RAM 
usage. The highest RAM usage is observed in the most significant model GPT-J-6B. This usage is as high as 101 GB. It is also noted that 
GPT2-XL and GPTNeo-1.3B have a pre�y similar RAM usage. The interes�ng fact is that the GPT model uses more RAM compared to 
GPT2 and Dis�lGPT2.
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 A cri�cal element in using the ZeRO3 op�mizer is the high RAM 
usage. The chart below provides informa�on on the use of RAM in train-
ing different models. It can be seen that the highest RAM usage is ob-
served in the most significant model GPT-J-6B. This usage is as high as 
101 GB. It is also noted that GPT2-XL and GPTNeo-1.3B have a quite 
similar RAM usage. The interes�ng fact is that the GPT model uses more 
RAM compared to GPT2 and Dis�lGPT2.


