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Clinicians can use artificial intelligence (AI) algorithms to screen patients without symptoms
who may be at risk for cancer, evaluate and prioritize patients with symptoms, and more accurately
detect cancer occurrence (1). AI has the potential to enhance various aspects of cancer care including
imaging, screening and diagnosis, treatment options and medication development (2). Compared to
traditional models, AI can manage complex data sets and use higher fitting algorithms (3).
Meanwhile, although there are currently some cancer risk prediction projects, such as the
Tyrer-Cuzick (TC) model, which are widely embraced by the American Cancer Society and the
National Comprehensive Cancer Network (NCCN) guidelines (4) (5), only providing life-time risk
prediction, with restricted precision when applied to individuals and distinct periods. Therefore, it is
necessary to establish a cancer risk occurrence model based personalized risk prediction of cancer
occurrence using invasive markers. This mini-review introduced the latest AI-based cancer risk
prediction models through summarizing three research articles and provides insights into related
development directions.

Yala et al’s study (6)assessed the effectiveness of Mirai, an AI-driven model for predicting
breast cancer risk, in a variety of populations worldwide with the aim of enhancing early detection
and minimizing unnecessary treatment. Mirai demonstrated higher sensitivity and specificity
compared to traditional risk models in selecting high-risk cohorts, providing widespread and fair
enhancements in treatment. The study collected 128,793 mammograms from a total of seven medical
facilities located in five different nations and achieved similar or higher concordance indices
compared to the original test set. The model performed better in hospitals with biennial screening,
indicating the impact of screening patterns on performance. Mirai accurately predicted risk for
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individuals and distinct time frames, overcoming the limitations of traditional risk models that
provide generate risk predictions for extensive patient populations. Mirai has the capability to
supplant present risk assessment methods in protocols for magnetic resonance imaging (MRI) scans
and surpassed current clinical standards based on the TC model at Massachusetts General Hospital
(MGH). The study demonstrated that AI-based breast cancer models can offer significant advances
over current models used in clinical practice, but prospective clinical studies must be conducted to
verify the therapeutic benefit using Mirai and establish guidelines. Future work is needed to modify
this technology to accommodate additional mammography providers and tomosynthesis imagery.
The study had limitations, including the retrospective analysis and the need for prospective
validation. However, The research constitutes the most extensive confirmation thus far of an
AI-driven breast cancer model and indicates that the technology has the potential to provide
widespread and fair enhancements in treatment. In conclusion, the research showed the usefulness of
Mirai in precisely identifying high-risk groups and retaining its precision across varied test sets.
Future clinical studies of this technology are justified to verify its clinical advantages.

Arai et al’s study (7) was to create a machine learning model to forecast the occurrence of
gastric cancer in individuals with chronic gastritis. The study included 1099 participants who
underwent endoscopic examination and biopsy sampling of their gastric mucosa. The data was split
into training and testing sets. The investigators evaluated the effectiveness of various machine
learning models and discovered that the gradient-boosting decision tree (GBDT) model had the best
predictive performance among all models examined. The GBDT model effectively divided the risk
of gastric cancer into three groups and allowed for the generation of a personalized cumulative
incidence prediction curve for each patient. The high-risk group is recommended to have annual
endoscopic examination, while those in the low-risk group may not require yearly monitoring but
still have some potential for cancer occurrence and should not be permanently removed from
surveillance. This research emphasizes the potential of machine learning-based models for
personalized risk forecasting and individualization of endoscopic surveillance intervals, leading to
improved follow-up esophagogastroduodenoscopy (EGD) intervals. However, the study has several
limitations, such as its retrospective single-center design and the absence of well-known risk factors
for gastric cancer(8) (9) (10). The researchers recommend further validation of the model using
larger datasets with more variables and external institutional data to confirm its general feasibility
and improve its accuracy. Overall, the GBDT model developed in this study showed high predictive
performance for gastric cancer incidence and may have clinical applications for risk stratification and
prevention.

Soerensen et al.’s study(11) was to assess how well an artificial intelligence system can predict
the likelihood of cancer in individuals who have been sent from their primary care provider for
routine blood tests. The AI model’s performance was evaluated against that of logistic regression.
The study utilized a set of 25 standard laboratory blood tests. The primary outcome was whether or



not a patient was diagnosed with cancer within a 90-day period. The findings indicated that the
system using standard laboratory blood tests can generate a convenient risk score to forecast the
likelihood of a cancer diagnosis within a 90-day period. The AI system’s performance was found to
be similar to that of the logistic regression model. The study’s strengths include well-defined groups
of participants and the confirmation of the model’s accuracy in a separate validation test using a
different group of participants from a different time period. This helps to assess how well the model
performs over time. The fact that the model uses standard laboratory tests that are readily available to
primary care providers enhances its practicality in a clinical setting, and the study's limitations
include a relatively small study population, retrospective design, and lack of assessment of single
blood tests' significance in detecting cancer. Prior to general clinical implementation, further testing
is needed to confirm the usefulness of the risk score in different groups of people. In conclusion, the
risk score generated by the AI system using standard laboratory blood tests could be a useful tool in
helping doctors decide whether a patient needs further testing or if a wait-and-see approach is more
appropriate. Future enhancements to the model could include tailoring it to specific genders and
incorporating demographic information along with laboratory test results.

To sum up, AI has shown great potential in improving cancer screening and risk assessment
through the development of personalized cancer risk prediction models. These models utilize large
datasets, including patients’ imaging results, blood samples and other test results, to accurately
predict an individual's risk of developing cancer. By incorporating AI into cancer screening, early
detection rates can be improved, reducing morbidity and mortality associated with cancer. The
personalized cancer risk prediction models listed in this article have demonstrated significant
improvements in identifying high-risk cohorts and maintaining accuracy across diverse test
populations. These models also enable the generation of individualized cumulative incidence
prediction curves, contributing to better follow-up intervals and potentially reducing overtreatment.
However, prospective clinical studies must be conducted to verify the clinical advantage of these
models and establish guidelines for their use. As AI-based cancer risk prediction models become
more widely adopted, it is essential to ensure that they are ethically designed and implemented,
prioritizing patient privacy and equity. In conclusion, AI-based cancer risk prediction models offer a
promising future for cancer screening and risk assessment. These models have the potential to
improve early detection, reduce overtreatment, and enhance personalized patient care. It is crucial to
continue to advance and validate these models to ensure their safe and effective integration into
clinical practice.
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