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Abstract: Food image classification and recognition is an emerging research area due to its growing 

importance in the medical and health industries. As India is growing digitally rapidly, an automated 

Indian food image recognition system will help in the development of diet tracking, calorie estima-

tion, and many other health and food consumption-related applications. In recent years many deep 

learning techniques evolved. Deep learning is a robust and low-cost method for extracting infor-

mation from food images, though, challenges lie in extracting information from real-world food 

images due to various factors affecting image quality such as photos from different angles and po-

sitions, several objects appearing in the photo, etc. In this paper, we use CNN as our base model to 

build our system, which gives an accuracy of 85% of the system. After that, we deployed the transfer 

learning technique with MobileNetV3 for improvement in accuracy, which resulted in an improve-

ment in accuracy of up to 93.3%. Furthermore, we applied data augmentation techniques in pre-

processing phase and we train our model using transfer learning with MobileNetV3 and we got 

an accuracy of up to 95.3%. So, the accuracy of the model increases by applying the data augmenta-

tion technique on top of transfer learning. 

Keywords: Indian Food dataset; Mobilenetv3; Data Augmentation; CNN; Transfer Learning;  

Deep Learning 

 

1. Introduction 

In recent years, there has been an increase in interest and research in the field of com-

puter vision as a result of its wide range of applicability in various domains. Due to its 

potential impact on health monitoring, dietary assessment, and culinary recommendation 

systems, food recognition has attracted a lot of attention among these applications. The 

ability to accurately identify and categorise different types of food could be used for a 

wide range of things, such as dietary analysis, restaurant recommendation systems, and 

culture preservation. Indian food is known for its complex and culturally important culi-

nary history. It has a wide range of flavours, ingredients, and regional differences that set 

it apart from other cuisines around the world [1]. The conventional methods employed 

for food classification have faced challenges in effectively categorising Indian cuisine due 

to its extensive diversity and nuanced nature of dishes. The emergence of deep learning 

and transfer learning has brought in a new era in the field of image classification [2]. These 

advancements have made it possible to extract hierarchical features from large datasets, 

hence enhancing the accuracy and effectiveness of the classification process. The Mo-

bileNetV3 architecture, which is widely known for its high efficiency and adaptability, 
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has demonstrated considerable potential in a range of image-related activities [3]. Indian 

cuisine comprises a diverse range of regional variations, each characterized by distinct 

ingredients, culinary methods, and presentations. Differentiating among these varied cui-

sines poses a significant problem that requires models capable of capturing both overarch-

ing characteristics and minor intricacies [4]. The utilization of pre-trained models on ex-

tensive datasets as a foundation for fine-tuning, known as transfer learning, has emerged 

as an effective approach for tackling these difficulties. 

MobileNetV3 is renowned for its efficient architecture and exceptional perfor-

mance[5] , making it a highly suitable choice for transfer learning in the domain of Indian 

food classification. By leveraging transfer learning using the MobileNetV3 architecture, 

the model is able to efficiently acquire and apply its pre-existing knowledge, while also 

adjusting to the specific complexities and nuances inherent in Indian cuisine. Furthermore, 

the incorporation of data augmentation techniques is crucial in enhancing the model's re-

silience and ability to generalize by intentionally introducing variations into the training 

dataset. 

The primary objective of this research work is to investigate the utilization of transfer 

learning techniques, specifically employing the MobileNetV3 architecture, for the purpose 

of classifying Indian food. Additionally, the study incorporates the integration of data 

augmentation methods to enhance the performance of the classification model.  

2. Related Work 

Rajayogi [6] proposed the implementation of a Convolutional Neural Network (CNN) 

to categorize photographs of Indian cuisine into their appropriate classes in their research. 

The methodology outlined in this study was trained and subsequently used to a dataset 

featuring Indian cuisine. The dataset consisted of 20 unique classes, each including 500 

photos. Consequently, this methodology enabled the successful deployment of the Incep-

tionV3, VGG16, VGG19, and ResNet methods. The experimental results provide evidence 

supporting the superiority of the proposed methodology, as it achieved an accuracy of 

87.9% and a loss rate of roughly 0.5893, surpassing competing algorithms.  

VijayaKumari G[7] developed a food recognition model employing transfer learning 

methods to accurately classify diverse food goods into their respective categories. The 

model employed the EfficientNetB0 architecture, a transfer learning method, to classify a total 

of 101 unique food categories. The resulting accuracy achieved by the model was 80%. 

The study conducted by Reddy [8] introduced a computerized system that employs 

deep learning methodologies for the purpose of classifying diverse food categories (cita-

tion). The categorization of food images was conducted utilizing the VGG-16 

and SqueezeNet models. The accuracy attained using SqueezeNet and VGG-16 was 77.20% 

and 85.07% respectively. 

In order to achieve the objective of food classification, S. Yadav [9] proposed the uti-

lization of the MobileNetV2 architecture in conjunction with a support vector machine. 

The findings of the simulation indicate that the classification accuracies of the Conv_1, 

out_relu, and Conv_1_bn layers of the MobileNetV2 model, when categorized using a 

Support Vector Machine, were found to be 84.0%, 87.27%, and 83.60% respectively. 

3. Methodology 

In the present research, the CNN [10] and transfer learning with MobileNetV3[11] is 

utilized. The proposed system architecture is illustrated in Figure 1. 
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Figure 1. Indian Food Classification System Architecture. 

3.1. Indian Food Dataset 

The "9_Indian_food dataset"[12] was utilized in this study. The collection comprises 

a total of around 2700 photos. The dataset has a substantial quantity of images depicting 

Indian cuisine, encompassing over nine distinct categories. Each category within the col-

lection has a substantial number of images, Almost  300  images per category.  This is a 

balanced dataset. In order to mitigate the issue of overfitting, a portion equivalent to 20% 

of the training data is allocated for the purpose of validation. 

3.3.1. Data Augmentation 

The process of image data augmentation encompasses the application of diverse 

changes to images with the purpose of generating novel training instances that possess 

similarities to the original images while exhibiting minor variations [13]. This approach 

enhances the resilience and adaptability of machine learning models, specifically deep 

learning models, in the context of image data. Here we have limited data for training pur-

pose so for the scope of enhancing performance of system we applied following data aug-

mentation techniques: rotation image to 20-degree and Horizontal flip. 

Upon acquiring the dataset, we proceeded to do pre-processing on the images con-

tained inside the dataset. The utilization of preprocessing techniques on images holds the 

capacity to greatly improve their quality. Normalization, contrast enhancement, and im-

age resizing are considered to be highly effective preprocessing techniques in the field of 

image processing. Also, as part of the conversion process, the images were rescaled by 

dividing each pixel value by 255. 

3.2. Feature Extraction and classification 

For feature extraction and classification from the images, here we used Convolutional 

Network method. We used CNN model (Self-Designed) and transfer learning method us-

ing MobileNetV3. 

3.2.1. CNN (Self Designed) 

The image input has a width of 224 pixels and a height of 224 pixels, as well as 3 

channels. In each convolutional layer, the number of filters used in that layer doubles in 

the next layer. More specifically, the first layer has 32 filters and the last layer has 256 

filters. After every convolution layer, a maxpooling layer with a pool size of 2 is added. 

This method reduces the number of dimensions in the data while keeping the most im-

portant traits. The result from the maxpooling layer is turned into a flattened representa-

tion by turning the 3D matrix of features into a vector. Then, this vector is sent to a fully 



Eng. Proc. 2023, 5, 52 FOR PEER REVIEW 4 of 6 
 

 

connected dense layer with 256 units and an activation function called the corrected linear 

unit (ReLU). The last layer of the neural network is a dense layer with as many units as 

there are food groups in the dataset, which is 9. In this layer, the ‘SoftMax' activation func-

tion is used to group the images. Architecture of proposed CNN is  shown in Figure 2. 

 

Figure 2. Architecture of Self-Designed CNN. 

3.3.2. Transfer Learning with MobileNetV3 

The MobileNetv3 was implemented in order to facilitate the process of transfer learn-

ing. MobileNetV3, which has undergone pre-training on the ImageNet dataset, has the 

potential to good outcomes in food categorization. Therefore, the utilization of Mo-

bileNetV3 was implemented for the objective of extracting features, then applying a dense 

layer consisting of 960 units and employing the ReLU activation function. Following that, 

the images underwent categorization using a dense layer. The number of units in the 

last layer is equivalent to the total number of food categories in the dataset, which was 

9 in this particular case. Here we train this model with our Indian food image dataset and 

take weight reference to “ImageNet”. Model Summary is shown in Table 1. 

Table 1. Model summary using Transfer Learning with MobileNetV3. 

Layer (type) Output Shape Param # 

MobileNetV3Large (Functional) (None, 960) 2996352 

Flatten (Flatten ) (None, 960) 0 

dense (Dense) (None, 960) 922560 

dropout (Dropout) (None, 960) 0 

dense_1 (Dense) (None, 9) 8649 

Total params: 3,927,561. 

Trainable params: 3,903,161. 

Non-trainable params: 24,400. 

3.3. Evaluation 

The scientific community has widely adopted many criteria to assess the effectiveness 

of the classification system. The evaluation of the research's effectiveness is performed by 

employing a confusion matrix, which encompasses crucial variables including true-posi-

tive (TP), true-negative (TN), false-positive (FP), and false-negative (FN). Validity 

measures such as Accuracy, Recall, F1-score, and Precision can be calculated with these 

characteristics. 

4. Implementation and Results 

The experiments undertaken in this study used Kaggle.com, an online platform spe-

cifically built for the purpose of deep learning. Following Hyper-parameters used for the 

experiments. 
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Image Size: 224x224 

Epoch: 50 for CNN (Self Designed) & 10 for (Transfer Learning with MobileNet) 

Optimizer: Adam, Loss Function: categorical_crossentropy, Batch size: 32 

The testing accuracy was determined to be 87% for CNN(Self Designed) Model. The 

testing accuracy achieved a value of 93.5% when evaluated on the testing dataset with transfer 

learning using pre-trained MobileNetV3 model and it further improved to 95.3% when data 

Augmentation applied on Training dataset. Comparative results are shown in Figure 3. Pro-

posed method’s result comparison with past related work is shown in Figure 4. 

 

Figure 3. Result Comparisons of all models. 

 

Figure 4. Result Comparisons with Past Related Work. 

5. Conclusion 

In this study, we presented Transfer Learning for classifying and recognising Indian 

food image datasets using MobileNetV3. With even fewer epochs than CNN (Self De-

signed Model), we achieved a better accuracy of the system, up to 93.3%. Even in a shorter 

amount of time and with less computational resources, we nearly achieve an 8% increase 

in accuracy in the model where we applied Transfer Learning with MobileNetV3. Based 

on this, we may conclude that pre-trained, modern models like MobileNetV3 effectively 

transfer learning. For performance improvement we used data augmentation technique 

on our training data then system accuracy increased to 95.3% The proposed model can be 

utilised to construct dietary systems, calorie estimation applications, and healthcare ap-

plications for Indian people because MobileNetV3 is specifically built to function on less 

computation-powerful platforms like smartphone, tablet, smart watch, etc. 

CNN MobileNetV3
MobinetV3 with
augmentation

Accuracy 85.10% 93.30% 95.30%

Precision 89.33% 93.59% 95.32%

Recall 85.14% 93.29% 95.28%

F1-score 86.03% 93.18% 95.25%

78.00%
80.00%
82.00%
84.00%
86.00%
88.00%
90.00%
92.00%
94.00%
96.00%
98.00%
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