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Abstract: Aiming at the problems of target initialization and target tracking failure in images, a 

visual SLAM (Simultaneous Localization and Mapping) algorithm for point-line-plane feature fu-

sion is proposed to improve the accuracy and robustness of automatic localization and map creation 

in mobile robots. Firstly, a suitable algorithm is selected to extract point features, line features, and 

planar features, respectively; secondly, a structural constraint model for feature fusion is con-

structed to build a point, line, and plane fusion visual odometry and a loopback detection module; 

finally, a structural constraint model is constructed for fusing point, line, and planar features, fusing 

the data information between frames, realizing the estimation of the camera poses, constructing a 

global consistency map, and realizing the back-end nonlinear optimization. Compare with the ORB 

SLAM (Oriented FAST and Rotated BRIEF SLAM) and LSD SLAM (Large-Scale Direct monocular 

SLAM) methods, and verify the accuracy and effectiveness of the proposed method in this paper 

through the TUM dataset. The experimental results show that the plp SLAM (point-line-plane 

SLAM) method proposed in this paper reduces the average value of the root mean square error of 

the absolute trajectory by about 0.6 and 20, respectively, compared with the ORB SLAM and LSD 

SLAM methods, and is able to realize the motion trajectory in an unknown environment, which 

sufficiently verifies that the plp SLAM method proposed in this paper is feasible and effective. 
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1. Introduction 

When low texture or texture is single, it is difficult to effectively extract a large num-

ber of images in the image using conventional point feature methods, which leads to the 

loss of image information in the image, making the initialization of the image as well as 

the loss of the target. Although the direct method can reduce the correlation of feature 

values in the image to a certain extent, dense or semi-dense has the disadvantages of com-

plex arithmetic and great influence by the light environment, which makes it difficult to 

close the loop detection and restricts the real-time SLAM creation. Traditional VSLAM 

(Visual SLAM) algorithms, such as PTAM (Parallel Tracking and Mapping) [5], ORB-

SLAM [6], VINS-Mono [7], and MonoSLAM [8], all adopt point-based VSLAM algo-

rithms, which are less robust to single-point features in weakly textured and structured 

scenes. 

There are a large number of SLAM methods based on planar features. In 2006, 

Weingarten et al. utilized the laser digitizing scanning technique to acquire the surround-

ing environment, used the SP model to delineate the planar surface, and applied it to the 

SLAM system [1]. Moreno et al. proposed in 2014 to extract 2D features based on depth 

and color maps and used them to construct dense 2D maps [2]. Based on this, an EM 

method was utilized for optimal control of camera pose and surface characteristics [3]. In 

2017, Hsiao et al. introduced the KDP-SLAM system, which is capable of obtaining 2D 
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information in depth maps and integrating photometric and geometric methods to solve 

keyframes with planar markers of the pose [4]. 

In order to solve the problem of poor target feature extraction and tracking failure 

visual SLAM in complex scenes such as sparse texture or dynamic objects, this paper pro-

poses a visual SLAM method based on ORB_SLAM2 with point, line and plane feature 

fusion; firstly, the algorithm’s image data is collected and inputted for point, line and 

plane feature extraction; secondly, the fusion of point, line and plane feature geometric 

constraints, minimize the feature constraint function and add more constraint relations to 

achieve SLAM front-end motion estimation; finally, the unknown environment is mapped 

by loopback detection and back-end (nonlinear) optimization; the algorithm proposed in 

this paper is able to improve the accuracy and robustness of the SLAM system. 

2. Visual SLAM method for fusing point-line-plane features 

In order to realize SLAM in weakly textured or structured scenes, firstly, the point-

line-plane features in the image are extracted; secondly, combining the three kinds of fea-

tures: point, line, and plane, constructing the point-line-plane fusion visual odometry, and 

constructing the loopback detection module; finally, constructing the structural con-

straints model for the fusion of the point, line, and plane features to achieve local and 

global optimization, creating a global consistency map, and realizing the backend non-

linear optimization; and the proposed point-line-plane feature fusion with the plp SLAM 

method is shown in Figure 1. 

 

Figure 1. A plp SLAM method based on point-line-plane feature fusion. 

The method mainly carries out tracking, local mapping and loopback detection three 

major threads of simultaneous processing, when the RGB-D image is acquired for point, 

line and plane feature extraction and feature matching, and then through the motion 

model tracking and local maps for target tracking and selecting new keyframes for local 

mapping; will be above the characteristics obtained by filtering and selecting the better 

point, line, and plane features to generate new maps points, lines, and planes for local 
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optimization; will be screened for the local keyframes, and the map will be constructed 

through the loopback detection as well as the global optimization of the unknown envi-

ronment. 

2.1. Extraction of point-line-plane features 

The front-end is also known as visual odometry, and its algorithms are mainly di-

vided into two categories: feature point method and direct method [9], selected ORB al-

gorithm [10] for point feature extraction, LSD line features and LBD (Line Band De-

scriptor) descriptor for line feature extraction, and Random Sample Consensus (RAN-

SAC) algorithm for planar feature extraction. 

2.2. Point, Line and Plane Feature Fusion Odometry 

Construct a structural constraint model for feature fusion and utilize the merging of 

data information between image frames to establish structural constraints between image 

frames for camera pose estimation. In this process, the most important aspects are feature 

extraction, feature matching and pose estimation. As shown in Figure 2. 

 

Figure 2. Camera Position Estimation. 

First, after the depth camera collects the image information of unknown environ-

ment, ORB algorithm, LSD Line feature and LBD descriptor and RANSAC algorithm are 

used to extract point, line and plane features respectively, and corresponding features are 

matched in turn. Then the point, line and plane constraint model is constructed by point 

constraint, line constraint and plane constraint. Finally, the camera pose is estimated ac-

cording to the point, line and plane constraint model. 

2.3. Structural constraint model for point-line-plane feature fusion 

The structural constraint model for feature fusion is shown in Figure 3. Where iT  is 

the bit pose of the key frame, iP  is the point marker, il  is the line marker and i  is the 

plane marker. The camera pose is estimated using this model and optimized. 
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Figure 3. Structural constraint modeling of point-line plane features. 

where the structural constraint function for point-line feature fusion is: 

 

( ) ( ) ( ) ( ) ( )( )  ⊥⊥−− ++++= fHfHfHfHfHT llpplanepplanepPTcw cw ||||minarg  (1) 

3. Experimental results and analysis 

In this paper, the proposed algorithm will be examined using the TUM dataset to 

compare it with the classical ORB SLAM and LSD SLAM methods.The TUM dataset is a 

generalized dataset for SLAM collected by the Foundation University in Munich (Ger-

many) [11]. The fr3_long_office sequence was performed in two different environments, 

home and office, using the Lenovo G50 sensor, with a total length of 21.455 m. The dura-

tion was 87.05 s. The fr2_desk sequence was performed using the Kinect sensor to move 

back and forth along the two desks in the office scenario, with a total length of 18.880 m, 

and a duration of 99.30 s. The fr2_desk sequence was performed using the Lenovo G50 

sensor to move back and forth along the two desks in the office scenario. 

  

(a) fr3_long_office Sequence (b) fr2_desk Sequence 

Figure 4. TUM datasets. 

Figures 5 and 6 show the comparison between the estimated trajectories and the real 

trajectories of point feature SLAM (point SLAM) and point line plane feature SLAM (plp 

SLAM) for the fr3_long_office and fr2_desk sequences, respectively. Where the black solid 

line is the realistic trajectory, the green dashed line is the point SLAM estimated trajectory, 

and the red dashed line is the plp SLAM estimated trajectory. 
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Figure 5. Trajectory estimation results (fr3_long_office sequence). 

 

Figure 6. Trajectory estimation results (fr2_desk sequence). 

To prove that the plp SLAM algorithm proposed in this paper has accuracy the algo-

rithm is compared with ORB SLAM method and LSD SLAM algorithm. The predicted 

trajectories are compared with the real trajectories using Absolute Trajectory Error (ATE) 

method. 

Assume that the position sequence of the predicted trajectory robot is M and the po-

sition sequence of its realistic trajectory robot is N. Then the relative trajectory deviation 

at the ith moment is: 

iii MNF 1−=  (2) 

Then the Root Mean Square Error (RMSE) at any point in time is: 
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where transiF ,  is the translational component of iF  . 

Table 1. Comparison of Absolute Trajectory Root Mean Square Error (cm). 

                         plp SLAM      ORB SLAM       LSD SLAM 

 fr3_long_office            2.54               4.05            38.50  

fr2_desk              2.42               2.15            6.23 

Table 1 shows that the accuracy of plp SLAM is better than other methods in texture 

sparse and large scenes. plp SLAM can extract the point-line structure constraints in the 

scene, which is more accurate than ORB SLAM and LSD SLAM for trajectory prediction. 

The plp SLAM method is adaptable in large scenes. 

4. Conclusion 

Aiming at the difficulty of initialization and target tracking in sparse scenes, a 

VSLAM algorithm based on point-line-face feature fusion is proposed, and a point, line, 

and plane feature fusion model is established that is suitable for structurally complex and 

more direct expression of geometric constraint relations in rich scenes. From the experi-

mental results, it can be seen that the proposed plp SLAM algorithm has higher accuracy 

and better environment adaptation ability for low texture or single texture backgrounds. 
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