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Abstract: Malaria continues to be a major cause of death worldwide, with a broad range of people 

spread over 90 countries being at risk of contracting the disease, and a significant cause of death in 

children under the age of 5. Due to this, there continues to be substantial investment towards not 

just the treatment of the disease, but also a more rapid and accurate means towards its diagnosis. In 

this work, we look to explore how measurements obtained from the complete blood count (CBC) 

technique from patients’ blood, alongside artificial intelligence (AI) methods, could form an afford-

able analytical pipeline that could be adopted in hospital settings in both developed and developing 

countries. As part of this work, we utilize patient blood measurements acquired from pediatric pa-

tients from Ghana, West Africa, alongside various configurations of AI models towards distinguish-

ing between malaria vs non-malaria cases in a sample set comprising over 2000 patients. Class bal-

ancing algorithms are utilized to first balance the classes for the various patient groups, followed 

by the use of AI algorithms to train machine learning models to differentiate between a malaria vs 

a non-malaria patient. The results showcased a generally high prediction accuracy, especially in the 

case of models with nonlinear decision boundaries, therein showing how the proposed analytic 

pipeline can serve as a high-throughput approach towards tackling the malaria epidemic from a 

diagnostics perspective and ultimately enhancing patient care strategies. 
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1. Introduction 

Malaria is a widespread disease which is caused by a number of “source” parasites 

implanted by mosquitos, and manifests itself in human beings with an array of symptoms 

[1]. Although malaria occurs globally, there are certain hotspots where malaria tends to 

occur more frequently, including sub-Saharan Africa and South East Asia [1]. In terms of 

health statistics, the World Health Organization (WHO) approximated that in the year 

2020, around 241 million cases of malaria were reported, with 627,000 of these resulting 

in death, and the majority being children in sub-Saharan Africa [1]. 

The full impact of malaria transcends the death toll since it is also a source of financial 

burden due to the costs of clinical care for the affected economies [1]. Moreover, this effect 
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is amplified by the fact that the bulk of these economies are “developing” nations, therein 

contributing towards the cycle of disease and poverty in these regions [1]. 

Malaria parasites are only transmitted through bites of female mosquitos of the genus 

Anopheles [1]. The transmission mode first involves the mosquito biting a person who is 

infected, and then subsequently passing on parasites with its saliva to the next human 

being when it feeds on their blood [1]. Figure 1 illustrates the malaria infection cycle. 

 

Figure 1. The malaria infection cycle [2]. 

Plasmodium falciparum is viewed as the most lethal of the malaria parasites, with a 

large number of casualties in sub-Saharan Africa in particular, where young children un-

der the age of 5 as well as pregnant women are seen to be the most susceptible cohort [1]. 

Due to the nature of the disease, the WHO has invested in the order of billions towards 

the diagnosis, control and elimination of the global malaria issue, with a substantial 

amount being devoted towards treatment therapies [3]. Despite this, it has been seen that 

the effectiveness of the treatment continues to be reliant on the accuracy of the initial di-

agnosis, where progressive use of an incorrect treatment could lead to wrongful drug re-

sistance and even death in a handful of cases [3–5]. The generalized standard for the di-

agnosis includes the likes of the electron microscopy method, while recently rapid diag-

nosis tests (RDTs) have gained a considerable amount of traction due to their ability to be 

used as a point of care tool [6]. However, the drawbacks of RDTs include poor detection 

sensitivity when parasitemia is low [6]. All of this has borne a form of motivation for an 

improved means towards the diagnosis of the presence of malaria parasites. The complete 

blood count (CBC) method has become popular in both developed and developing envi-

ronments, whereby a key correlative factor of the presence of severe malaria includes a 

decreased count of platelets [7]. 

Previous related work in this area has sought to combine results from lab-based 

measurements alongside machine learning methods towards an automated and potential 

high-throughput mechanism for the diagnosis of malaria [6]. Artificial intelligence and 

machine learning itself have become staple mechanisms in the area of clinical medicine, 

with a particular appeal of providing a data-driven pattern recognition in a variety of 

cases, spanning areas such as oncology, anesthesia, pregnancy medicine, psychiatry, and 

rehabilitation, to name a few [8–13]. With respect to this particular work, related literature 

applied machine learning in various capacities towards the prediction of malaria, one of 

which used a sample size of 376 patients for the model build exercises [6,14–17]. This has 

been critiqued for having an overly concise sample size to converge on meaningful con-

clusions within the area [6]. Advancement within the research area was achieved by 

Morang’a et al., who managed to assemble data from a cumulative amount of 2207 pa-

tients from a number of regions in Ghana, for which various degrees of malaria were 



Eng. Proc. 2023, 56, x FOR PEER REVIEW 3 of 7 
 

 

classified as part of their study using purely hematological parameters [6]. The main 

shortcoming of this study was that their machine learning models were tuned and opti-

mized using what has been perceived as an unbalanced dataset, which would lead to pre-

diction biases in all inference and prediction actions. With the intention of advancing the 

body of knowledge in this area, we aim to apply class balancing algorithms towards first 

balancing the various data classes as a means towards negating the effect of the model, 

followed by the prediction of whether or not a patient has the malaria illness, and finally 

a differentiation between the malaria types, i.e., uncomplicated malaria (UM), non-ma-

laria infections (nMI) and severe malaria (SM). 

As a first step towards this, we utilize the broad comprehensive malaria dataset from 

Morang’a et al. of 2207 patients spread across Accra, Kintampo and Navrongo in Ghana, 

West Africa [6]. As part of this paper, a combination of the CBC measurements and ma-

chine learning models are utilized towards first reaching an overall prediction on whether 

or not a patient has the malaria parasite. 

2. Dataset and Methods 

Dataset 

The dataset used in this research was acquired according to the reporting of diagnos-

tic accuracy studies (STARD) guidelines, by Morang’a et al., where the patient inclusion 

criteria were as follows [6]: 

SM: within the ages of 6–59 months with fever within the last 24 h and admitted to 

the Navrongo War Memorial Hospital, residence within the Navrongo Health and Demo-

graphic Surveillance System area, and informed consent [6]. SM is defined as hemoglobin 

standards of <5 g/dL, or hematocrit <15%, for which ethical approval was granted by the 

Noguchi Memorial Institute of Medical Research (NMIMR) review board, Naval Medical 

Research Center review board, and Ghana Health Service Ethics Review Committee 

(GHS-ERC) [6]. 

nMI and UM: patients for this cohort were recruited across a number of hospitals 

spanning Kintampo North-Municipal Hospital, Kintampo, and Ledzokuku Krowor Mu-

nicipal Assembly Hospital (LEKMA), Accra [6]. The inclusion criteria was as follows: in 

the age range of 1–15 years, fever within the last 24 h and a signed informed consent, with 

ethical approval also obtained for the study [6]. A case of nMI is defined as a malaria case 

that is identified as negative, via microscopic validation. 

CBC Measurements: are based around the use of hematological analysis of the cells 

within blood, which perform a characterization based on population density and mor-

phology, from which the concentration of hemoglobin is estimated from the measure-

ments of the red blood cells [7,18]. Various scholars have provided incremental contribu-

tions towards the effectiveness of the technology, which culminated nicely with the Coul-

ter principle, which utilizes electrical impedance properties to perform a blood count pur-

pose and continues to be a method of appeal and application to this very day, although 

optical measurements methods have now also been steadily introduced [19]. 

Sample Collection: as part of the sample collection process, venous blood was col-

lected with the tourniquet not applied beyond a single minute in order to minimize erro-

neous measurements [6]. The sample acquisition occurred between 8 a.m. and 12 p.m. 

daily in order to minimize the influence of external factors such as rehydration and inges-

tion of food [6]. All samples were typically analyzed immediately, and those that were not 

analyzed within 2 h of acquisition were stored in a chamber of 2–8 degrees Celsius in 

order to stall any hematological changes in the sample sets [6]. It should be noted that no 

capillary blood samples were acquired as part of the study as they represent variations 

from venous blood parameters [6]. The CBC analytics was done using the automated ABX 

Micros 60 Hematology Analyzer, which characterizes both white and red blood cell pa-

rameters, in addition to platelets, while all data were cross-referenced as a means of vali-

dation in order to ensure consistency through the collection procedure [6]. 
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Features and Machine Learning: the following CBC features were used as part of the 

analytics done in this paper: white blood cell counts, red blood cell counts, hemoglobin 

level, hematocrit, mean cell volume, mean corpuscular hemoglobin, mean cell hemoglo-

bin concentration, platelet count, platelet distribution width, mean platelet volume, neu-

trophils percent, lymphocytes percent, mixed cells percent, neutrophils count, lympho-

cytes count, mixed cells count, red blood cells distribution width percent, fever symptom, 

and temperature [6]. 

The microscopy readings were utilized as the labels for the data, i.e., malaria vs no 

malaria, while the SMOTE algorithm was applied towards serving as class balancing pur-

poses, which resulted in a total number of 2304 samples being utilized for all the subse-

quent analytics [20]. 

Machine Learning: the following machine learning models were used as part of the 

pattern recognition exercises: decision tree (DT), linear discriminant analysis (LDA), lo-

gistic regression (LR), support vector machines (SVM), linear-SVM (LSVM), quadratic-

SVM (QSVM), cubic-SVM (CSVM), fine Gaussian-SVM (FGSVM), k-nearest neighbors 

(KNN) [8]. All classification models were validated with the K-fold validation scheme, 

with K selected as 10. 

3. Results 

The results in Table 1 show the model-based prediction performance for the classifi-

cation of malaria vs non-malaria from the aforementioned CBC measurements. From the 

results Table 1, it can be seen that the prediction results are generally high across all the 

various candidate classification models, of which the QSVM and CSVM (characterized by 

the nonlinear Kernels) both achieved the best classification performance of 89% accuracy, 

therein showing that a nonlinear decision boundary is optimal for the separation of the 

two data classes. Besides, it can be seen that the fine Gaussian-SVM and the Decision Tree 

classifiers yielded the least classification performance (84% and 85%) in comparison to the 

other classification methods. These results reflect a more robust model performance when 

compared with that of Morang’a et al. whose model build and design was done with the 

use of an unbalanced sample set, which ultimately would probably result in a biased 

model prediction. 

Table 1. Model prediction performance for classification of malaria vs non-malaria from CBC meas-

urements. 

Model Accuracy (%) 

DT 85 

LDA 86 

LR 86 

LSVM 87 

QSVM 89 

CSVM 89 

FGSVM 84 

KNN 87 

The achievement of this would potentially allow for a deployment of a high through-

put model pipeline which would allow for a quicker diagnosis of malaria patients from 

their blood samples, CBC analysis and model-based predictions. A pipeline of this can be 
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adopted and deployed in both developed and developing economies, due to the nature of 

the tools and model adopted. An illustration of the proposed flow can be seen in Figure 

2. 

 

Figure 2. Pipeline for quicker diagnosis of malaria from blood samples, CBC analysis and model-

based predictions. 

The pipeline diagram shows a multi-stage model comprising the various sub-pro-

cesses needed to come together in an ensemble-like fashion to produce the intended out-

come of a high-throughput malaria prediction system. This features the lab-based CBC 

measurements which are used towards the training and optimising of the machine learn-

ing model with the intended role to carry out a tier-like prediction scheme. This includes, 

first, a surface prediction of whether or not the malaria parasite exists within the sample 

of the patient (focus of this paper), followed by a rating of the class of malaria where pos-

sible, i.e., SM or UM, which would provide key information that would assist in the pri-

oritisation of patient care (area of focus for further work). 

A visualisation of the data using the principal component analysis (PCA) can be seen 

in Figure 3, where it can be observed that there exists a degree of overlap between the 

various data classes; hence the optimal decision boundary appeared to be of a nonlinear 

nature due to the apparent overlap between the classes. The inclusion of further features 

within the feature vector would enhance the class separatability of the various data clas-

ses, a notion which would be explored deeper in subsequent work on this topic. 

 

Figure 3. Principal component analysis of the data (Where Blue-Malaria and Red-Non-Malaria). 

The computational complexity of machine learning models is a pivotal consideration 

in their practical deployment. Briefly, it encompasses the amount of computational 
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resources, time, and memory required to train and deploy these models. The computa-

tional complexity of a model depends on various factors, including the size of the dataset, 

the number of features, the model’s architecture and parameters of the algorithm. While 

we have focused on classification accuracy as a metric thus far, it is worth noting that the 

computational complexity of the models should be further investigated. 

4. Conclusions 

Malaria is a global disease that has been identified by the WHO as an epidemic, with 

a large portion of related deaths centering around children in sub-Saharan Africa. The 

negative effects of malaria within these countries are profound in terms of healthcare and 

economics. The CBC represents a measurement technique largely employed in the diag-

nosis of malaria, which has been adopted in both developed and developing regions. Prior 

work has adopted the use of artificial intelligence as a means towards pattern recognizing 

measurements which correlate towards a subsequent malaria diagnosis. The shortcoming 

of this involved the use of an unbalanced dataset, which would lead to biased predictions 

by the concurrent prediction machine. The contributions made in this paper involve the 

use of class balancing algorithms, firstly to the pediatric malaria dataset, alongside the 

formulation of a multistage pipeline which looks to provide an initial binary diagnosis of 

whether a patient has the malaria parasite, followed by an associated prediction of the 

extent of the malaria. 

The obtained results showed that the various adopted models have good prowess in 

the prediction of whether a patient has malaria, where the SVM with a quadratic nonlinear 

decision boundary was seen to be optimal for differentiating between the two classes of 

pediatric patients. As a means towards improving this, subsequent work in this area 

would now involve the potential inclusion of further features within the feature vector to 

potentially induce class separability with a view towards a higher-class differentiation 

result. This would be followed by addressing the second portion of the prediction model, 

aimed around the identification of the extent of the malaria, given a positive malaria di-

agnosis. Further work in this area would also involve the potential projection of the fea-

tures in a time-series format, which would enable the use of classical signal processing 

and signal decomposition toolsets as applied in previous studies [21–23]. 
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