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Abstract: The Internet of Things (IoT) refers to a network of interconnected devices as well as 

technology that enables objects to communicate with one another with the cloud for modern med-

ical treatment. To analyze and handle remotely collected electronic clinical records, it is important 

to create a disease prediction model with increased accuracy. An RHMIoT framework is proposed 

in a secure cloud context using a lightweight block encryption and decryption approaches. The 

accuracy levels of cardiac disease are calculated using machine learning and deep learning meth-

ods. The ensemble voting classifier provided the greatest accuracy of 95%. 
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1. Introduction 

Since last few decades the cardiovascular diseases (CVD) death rate increased so 

firstly over the worldwide. In United States of America a CVD arrest causes one death 

per minute. According to World Health Organization (WHO) cardiovascular diseases 

(CVDs) accounts for 30% of all fatalities worldwide, with low and middle-income coun-

tries accounting for 75% of these deaths. In India, 25% of people between the ages of 25 

and 69 died from CVDs [1]. Cardiovascular disease (CVD) accounted for 42% of all 

deaths in Australia in 2018, according to the Australian Institute of Health and Welfare 

(AIHW). For quick detection of heart disease several researchers are working to create a 

reliable method. A proper diagnosis and course of action can save the lives of numerous 

patients. Heart diseases are diagnosed by a doctor using the patient's medical history, the 

results of the physical exam, and an analysis of any alarming symptoms. However, this 

method of diagnosis does not reliably identify patients with heart disease. It is also ex-

pensive and computationally difficult to examine. 

The patients' health conditions need to be monitored with immense care. Healthcare 

supports good health and aids in the monitoring of a patient's health state, disease di-

agnosis, and management, as well as recovery. To achieve a rapid recovery, the health 

status must be monitored after discharge or after surgery. The machine learning (ML) 

and deep learning (DL) techniques in healthcare are growing rapidly. Remote healthcare 

monitoring is a typical healthcare application that helps clinicians for monitoring pa-

tients with chronic or acute illnesses in remote places, as well as elderly persons receiving 

in-home care and hospitalized patients. Due to recent rapid advancements in technology, 

numerous wearable devices and health monitoring equipment are now readily available 

on the market. Doctors' jobs are made considerably easier by using contemporary tech-

nology like IoT, ML and AI. These technologies help to identify the underlying causes of 

sickness and assess its seriousness using contemporary algorithms. 

IoT refers to physical objects with limited processing and storage capabilities that 
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are connected to the internet. It still has a lot of a chance to grow in the near future as it 

faces performance, interoperability, security, and privacy challenges [2]. IoT has also 

been established as a benchmark for healthcare systems in which smart objects are used 

to continuously monitor patients for specific diseases. Smart objects are made up of bi-

omedical sensors that collect health-related data and send it to a physician via cloud/edge 

for further analysis. One of the key benefits of the healthcare system is early disease de-

tection. Diabetes and heart disease can be diagnosed earlier using a variety of supervised 

and unsupervised ML algorithms.  

The machine learning and deep learning techniques are proposed in this research to 

address these problems. The UCI dataset is used for the initial training and validation of 

machine learning algorithms. Data gathered using sensors in an IoT framework and the 

prediction of any problems in the health state is calculated in testing phase. Data from 

IoT devices are stored in the cloud are statistically analyzed to determine the accuracy of 

the prediction percentage. 

The goal of this research is to: 

• A Remote-healthcare monitoring system collects the patient’s data remotely 

through medical sensors and it performs automated analysis, clustering, 

processing, and finally, visualizes the predicted results to the concerned 

user. 

• The data is transferred to cloud storage using encryption and decryption 

techniques to prevent unauthorized users accessing. 

• For data preprocessing median studentized residual technique and ReliefF 

used for feature extraction process 

• Heart disease severity level and accuracy calculated on IoT cloud data using 

ML algorithms 

The remaining part of this paper is arranged as follows. A few similar works are 

briefly reviewed in Section 2. The experiment's dataset, the ideas included in the sug-

gested strategy, and the suggested framework are all detailed in Section 3. The simula-

tion findings are presented and discussed in Section 4, and the study ends up in Section 5. 

2. Literature Review 

This section summarizes several recent related efforts, including few heart disease 

prediction models using ML and IoT techniques. The use of machine learning to predict 

cardiac disease can significantly reduce the number of deaths caused by this heart dis-

ease disorder. 

F. Jabeen, et al., [3] suggested a random forest algorithm for a IoT-enabled healthcare 

monitoring system. In this study, the Random Forest algorithm was used to predict a 

variety of diseases, including heart disease, diabetes, and breast cancer, with a maximum 

accuracy of 97.26% on the Dermatology dataset. KAUR, B.  et al., [4] proposed a system 

for predicting heart disorders using IOT and machine learning techniques such as J48, 

NB, Zero R, DT, RF and BN.  IOT sensors attached to the patient's body to send the pa-

tient’s medical data into dataset form. This research's more accurate results are based on 

the J48 classifier, which has a 92.56% accuracy rate. Priyadharsan, D. J., et al., [5] pro-

posed a IoT based prediction model to track health problems of people using machine 

learning techniques. The UCI dataset is used for the initial training and validation of 

machine learning algorithms. The patient’s temperature, BP and heart rate are measured 

during the testing phase by a IoT setup. Using the IoT framework the patient’s data 

gathered and stored in the cloud for statistical analyze to determine the accuracy of the 

prediction percentage. Additionally, according to the data, the K-Nearest Neighbor per-

forms 98.02%. The best performance was obtained when K is 1. Saranya, N. et al., [6] 

proposed an HD prediction model using IoT using DCNN-FBP algorithms for efficient 

and effective data analysis. The data were acquired using various wearable gadgets. A 

deep convolution neural network is used for feature selection. Forward and backward 

propagation algorithms are used to exercise the DCNN-FBP algorithm. The proposed 
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model attained 89% accuracy. Ahmed, F. et al. [7] proposed an IoT-based framework 

using an SVM algorithm. The model experiments evaluated cloud data using the WEKA 

framework and produced 97.53% accuracy. The suggested framework is accurately pre-

dicted on smaller datasets but for larger datasets, the performance is compromised. 

Khan, M. A. et al., [8] proposed an IoT framework using MDCNN for an accurate heart 

disease evaluation. In this model, the blood pressure and electrocardiogram data were 

collected through a smart watch, and the performance of the MDCNN technique was 

analyzed with deep learning and logistic regression. The model achieved an accuracy of 

98.2%. 

From the above literature, we found various diverse methods using IoT and cloud 

frameworks were proposed in existing studies. Most studies were found with high vali-

dation time, difficulties in partitioning, etc. Few of the researchers were focused towards 

security mechanism over the cloud to restrict the unauthorized access. The literature 

makes it clear that the relevant features chosen by various feature selection algorithms to 

improve the classifier's accuracy. 

3. Proposed Methodology 

An innovative RHMIoT system architecture is proposed in this research. The 

framework comprises with a sensor layer, transport layer and an application layer. The 

sensor layer is used to collect the data using various medical IoT sensors. The doctors can 

monitor a patient from a distance. Using ML-based applications, physicians can contin-

uously analyze their patients' diseases and health status using IoT-medical sensors. The 

patient's body is fitted with a variety of biological and wearable sensors to collect the 

patient's vital indicators such as BP, heart rate, cholesterol levels, etc. For monitoring vital 

indicators of a patient various sensors are used in this study, such as a PPG sensor for 

Heart rate monitoring, an optical heart rate sensor for measuring the pulse waves, Sensi-

tive Stretch Sensor for respiration rate, a Thermocouple sensor for measuring the body 

temperature, Pressure Sensor for monitoring blood pressure and pulse oximeter sensor 

monitoring blood oxygen level.  

After the patient data collected through the sensors, the data is transferred to cloud 

storage using encryption and decryption techniques to prevent unauthorized users from 

accessing it. A performance algorithm is used to encrypt sensitive patient data. A light-

weight block encryption technique is proposed for confidentiality and security. The raw 

data is converted to chipper text to prevent unauthorized access. Encryption techniques 

have a limited impact on IoT security. S-Box is one of the strongest techniques for 

blocking ciphers. An algorithm designed for enhancing security with a key-dependent 

dynamic S-Box and a hyper elliptic curve. In the application layer, heart disease was 

predicted using ML and deep learning algorithms. The RHMIoT framework is divided 

into two phases. In phase-1 the patient’s risk of HPTN and its severity level is calculated 

and in phase-2 heart disease accuracy calculated using machine learning classifiers.  

After retrieving the data from the cloud, the data are processed using various clas-

sification techniques. The DM algorithm is applied to the patient’s medical data to cal-

culate HPTN and its severity levels. Table 1 shows the classification techniques that are 

used to categorize the disease of a patient based on their HCL, HPTN level, and HD [9]. 

The severity level calculated through various combinations of hypercholesterolemia 

(HCL), hypertension (HPTN) and its severity levels (HPTN1: pre-hypertension; HPTN2: 

stage I hypertension; HPTN3: stage II hypertension; HPTN4: critical stage hypertension) 

and heart disease (HD). 

Table 1. Combination of several heart disease disorders for consideration. 

Sl. No. Disease category 

1 No-Disease 

2 HCL 
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3 HPTN-1, HCL 

4 HPTN-2, HCL 

5 HPTN-3, HCL 

6 HPTN-4, HCL 

7 Heart Disease, HCL 

8 HPTN-1, Heart Disease, HCL 

9 HPTN-2, Heart Disease, HCL 

10 HPTN-3, Heart Disease, HCL 

11 HPTN-4, Heart Disease, HCL 

 

 

Figure 1. Proposed RHMIoT framework. 

In the phase-2 the patient heart disease accuracy is calculated using machine learn-

ing and deep learning techniques. After gathering the numerous medical indicators 

online, the patient's heart condition is monitored. Framingham dataset is used to train 

our model which is retrieved from Kaggle. The heart disease dataset contains 4238 rec-

ords with 16 attributes. The data pre-processing carried out using feature selection and 

classification techniques. The patient's heart condition was determined using training 

and testing dataset. After the training process, the IoT medical device sensor data is 

tested by classifying and contrasting the results. To accurately predict the presence of 

heart disease, the proposed RHMIoT framework uses ANN, RF, DT, LR and VTC. The 

following section provides a detailed explanation of the training procedure. Fig 1 shows 

the detailed flow of the proposed RHMIoT framework.  

3.1. Data Preprocessing 

Data preprocessing method used to replace missing data or remove noise. The 

missing values of the dataset are identified and updated by median value of the attribute. 

A studentized residual technique is used to lower the residuals. It finds the correlation 

among the features and helps to find the outliers of the given dataset. The preprocessing 

of data aids in improving heart disease detection. After data pre-processing the dataset is 

normalized using a min-max normalization technique using equation (1).  

VI
́ =

VI−MINΑ

MAXΑ−MINΑ
 (NEW_MAXΑ −  NEW_MINΑ) NEW_MINΑ  (1) 
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In the above equation, the min (A) returns the min value, and max (A) returns the 

max value of the attribute. After data pre-processing ReliefF feature selection algorithms 

used to identify the appropriate features [10]. It is an effective and general feature esti-

mator and it has the ability to work with multiclass. Relief assigns a feature score to each 

feature, which is subsequently utilized to rank and find the highest scoring features for 

feature selection. ReliefF can identify features that are most relevant for heart disease 

prediction in sensor data. The patient's heart condition was determined using training 

and testing dataset with an 80:20% ratio. 

3.2. Machine Learning Algorithms 

The flow of a heart disease prediction model begins with the dataset's input param-

eters. After data preprocessing the dataset is passed on to the proposed framework. For 

comparative analysis the following techniques were used in this study. 

3.2.1. Logistic Regression (LR): 

LOR is used fully for binary classification problems. The LOR model defines a pre-

dictive variable y in [0,1]. The LR algorithm is used to analyze the dataset when more 

than one independent variable performs the result. Using a sigmoid function LOR 

transforms the output to achieve the probability value. The sigmoid function calculation 

is shown in equation (2) \ 

σ(z) =
1

1 + e−z′
 (2) 

The probability estimation of σ(z) output lies between 0 (normal) and 1(abnormal). 

The equation (3) shows the independent features for n in the proposed logistic regression 

model as f1, f2…fn 

log
p

(1−p)
 =β0 + β1f1 + β2f2 + ⋯ βnfn (3) 

3.2.2. Random Forest (RF):  

RF is used for constructing different types of DT classifiers. It helps to produce a 

good result without hyper-tuning. If it's a classification problem, it builds several DTs on 

different samples and then applies a majority vote to find the best model. We used the 

proportional random sampling approach to create a fresh training sample set using data 

from the Framingham dataset. After randomly selecting M feature sets from each train-

ing sample, we created B decision trees from the sample set. After dividing the decision 

tree, the important feature set is selected from the available m features. 

3.2.3. Decision Tree (DT)  

DT learning is one of the predictive modeling methods that are used in statistics, 

data mining, and machine learning. Classification trees are tree models with a discrete 

range of values for the target variable. The branches of these tree structures represent the 

attributes, and the leaves represent the class labels that are combined to form the class 

labels. When the target variable can accept continuous values (typically real numbers), 

regression trees are used instead of decision trees. 

3.2.4. Ensemble voting classifier 

Based on the results of several base models, a voting classifier can forecast the out-

come of a vote [11]. The output of each estimator can be voted on separately to build the 

aggregation criterion. After the three models mentioned in this section are combined, the 

classification is made using the majority vote of the models (hard voting). For each in-

stance, each model makes a prediction, and the prediction that receives more than half of 

the votes is the output prediction. Voting classifiers combine the results of various mod-
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els' predictions. The class label with the highest number of votes is predicted by adding 

the predictions for each class label.  

The effectiveness and utility of several classification algorithms for the prediction of 

heart disease have been assessed in this study using model construction. The model 

performance is assessed using a confusion matrix parameters. 

4. Results and Discussion  

The aim of this study is to calculate the severity level of heart disease and prediction 

accuracy. In this section, the experiments were conducted in two phases. In Phase-01 the 

severity level and in phase-02 the heart disease accuracy is calculated. We applied Lo-

gistic Regression, Random Forest, Decision Tree, and ANN and ensemble approach to a 

heart disease test dataset.  

The majority voting method uses an ensemble approach to combine various classi-

fiers in order to increase accuracy. LR and RF are recognized as the weak classifiers for 

the proposed work because they demonstrated extremely low accuracy. When compared 

to the other algorithms, Decision Tree performed well and achieved higher classification 

accuracy. As seen in Fig. 1, the accuracy of weak classifiers was somewhat improved by 

an ensemble of weak classifiers and strong classifiers using the majority voting tech-

nique. Due the ANN produced very low accuracy we have not considered in the fol-

lowing table. The Table 2 shows the results of the proposed classifiers.  

Table 2. Experimental Results. 

Classifier Accuracy Precision Recall 

Random Forest 90.00% 90.00% 91.00% 

Decision Tree 91.00% 92.00% 93.00% 

Logistic Regression 89.00% 93.00% 78.00% 

Ensemble Voting Classifier 95.00% 93.00% 92.00% 

 

 
 

(a) (b) 

Figure 2. (a) Classifier performance metrics (b) Performance Evaluation metrics. 
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Figure 3. (a) Performance matrix heatmap (b) Correlation matrix heatmap. 

Fig 2 depicts the box plot to show the proposed classifiers performances. Using box 

plot we made the decisions about which classifiers perform well across multiple 

measures. The box plot helps us to understand the trade-offs between various perfor-

mances measures for each classifier and supported to choose the best classifier. Fig 3 de-

picts the performance metrics and correlation metrics heat map to show the coefficients of corre-

lation between two variables. The variables are each classifier's performance measures 

such as accuracy, precision, and recall. The correlation coefficient, which runs from -1 to 

1, represents the degree and direction of a linear link between two variables.  

5. Conclusion  

Due to the rapid increase of CVDs, remote health monitoring has become more 

popular over the globe. This technique helps patients with diagnoses at home or in a 

remote area. In this chapter, a lightweight block encryption and decryption technique is 

provided for a secure RHMIoT. A variety of medical IoT sensors are used to gather data 

to test the suggested model in two phases. Phase-I is to calculate the severity level of 

HCL, HPTN, and HD using data mining algorithms. Phase-II is for calculate the accuracy 

of heart disease. The outcomes were determined using several performance matrices. In 

comparison to other ML and DL techniques, the performance of the ensemble voting 

classifier model provided the greatest accuracy of 95.00%. 

We'll focus on how to get the dataset ready for the upcoming machine learning 

model in our upcoming work. We will try to improve the speed and precision of our 

model by making a few dynamic adjustments in accordance with the requirements of the 

user. 
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