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Abstract: Parkinson’s disease (PD) is a neurodegenerative illness that affects the central nervous 

system and leads to gradual degeneration of neurons that results in movement slowness, mental 

health problems, speaking difficulties, etc. In the past 20 years, the frequency of PD has doubled. 

Global estimates revealed that over 8.5 million cases have been identified so far. Thus, early and 

accurate detection of PD is crucial for treatment. Traditional detection methods are subjective and 

prone to delays as they are reliant on clinical evaluation and imaging. Alternatively, artificial intel-

ligence (AI) has recently emerged as a transformative technology in the healthcare sector showing 

decent and promising results. However, an effective algorithm needs to be investigated for the most 

accurate prediction of a particular disease. Thus, this paper explores the ability of different machine 

learning algorithms for the effective detection of PD. A total of 26 algorithms were implemented 

using the Scikit-Learn library on the Oxford PD detection dataset. It is a collection of 195 voice meas-

urements recorded from 31 individuals, of which 23 have PD. The implemented algorithms are lo-

gistic regression, decision tree, k-nearest neighbors, random forest, support vector machine, Gauss-

ian naïve bayes, multi-layered perceptron (MLP), extreme gradient boosting, adaptive boosting, sto-

chastic gradient descent, gradient boosting machine, extra tree classifier, light gradient boosting 

machine, categorical boosting, Bernoulli naïve bayes, complement naïve bayes, multinomial naïve 

bayes, histogram-based gradient boosting, nearest centroid, radius neighbors classifier, logistic re-

gression with elastic net regularization, extreme learning machine, ridge classifier, huber classifier, 

perceptron classifier, and voting classifier. Among them, MLP outperformed the other algorithms 

by testing accuracy of 95%, precision of 94%, sensitivity of 100%, F1 score of 97%, and AUC of 98%. 

Thus, it successfully discriminates healthy individuals from those with PD, thereby helping for ac-

curate early detection of PD for new patients using their voice measurement. 

Keywords: parkinson’s disease (PD); artificial intelligence (AI); machine learning (ML); classifiers; 

effective detection; voice measurements 

 

1. Introduction 

Parkinson’s disease (PD) is a long-standing degenerative disorder that progressively 

damages the brain, leading to the gradual worsening of nerve cells. It is characterized by 

a combination of motor and non-motor symptoms. The most common motor symptoms 

include tremors (involuntary shaking), muscle rigidity (stiffness), and others. These 
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symptoms can significantly hinder a person’s capacity to perform everyday tasks, dimin-

ishing their overall quality of life. Besides motor symptoms, PD is linked to a variety of 

non-motor symptoms as well. These include difficulties with thinking and memory, emo-

tional disorders, problems with sleep, feeling tired, and challenges with speaking. While 

PD is most commonly diagnosed in older adults, it can also affect younger individuals, a 

condition referred to as early-onset PD. Men have a greater likelihood of developing PD 

compared to women. Genetic factors play a role as well; individuals with a family history 

of PD are more likely to have this disease. Environmental factors also contribute to the 

risk of developing PD. Prolonged exposure to air pollution, pesticides, and certain sol-

vents may increase the likelihood of developing PD. Over the last 25 years, the occurrence 

of PD has doubled, making it the fastest-growing neurological disorder worldwide. As 

the global population continues to age, this number is expected to rise, highlighting the 

need for effective methods of early detection, diagnosis, and management to mitigate the 

disease’s impact on individuals and healthcare systems. 

Artificial Intelligence (AI) is reshaping the healthcare sector by enhancing accuracy, 

efficiency, and accessibility in medical care. It is revolutionizing multiple facets of 

healthcare. Machine Learning (ML) algorithms analyze vast amounts of complex medical 

data—such as wearable sensor data, patient demographic information, and clinical trial 

data—to detect patterns and generate predictions. This capability enables earlier disease 

detection, more accurate diagnoses, and customized treatment plans that improve patient 

outcomes. Moreover, AI-powered tools are reducing healthcare professionals’ workloads 

by automating routine tasks, streamlining administrative processes, and optimizing re-

source allocation, allowing providers to focus more on direct patient care. AI encompasses 

various types based on functionality and capability, such as Narrow AI (or Weak AI), 

General AI (or Artificial General Intelligence, AGI), and Super-intelligent AI. Recent ad-

vancements in AI include Attention Mechanisms, Explainable AI (XAI), Federated Learn-

ing, and Generative AI, which encompasses models such as GANs, VAEs, Transformer-

based models, Diffusion models, Autoregressive models, and Large Language Models 

(LLMs) [1,2]. As AI continues to evolve, it holds immense potential to bridge gaps in 

healthcare access, reduce costs, and enhance the quality of care on a global scale. 

This paper explores the effectiveness of different ML algorithms in predicting PD, 

emphasizing early diagnosis and the development of a robust detection technique. These 

ML algorithms were realized using the Scikit-Learn library on the Oxford Parkinson’s 

Disease Detection Dataset [3]. The rest of the paper is ordered as follows: Related Works, 

Methodology, Results and Discussion, and Conclusion. Section 2 discusses related works 

on the early diagnosis and prediction of PD. Section 3 describes the execution flow for the 

entire work presented in the paper. Section 4 demonstrates the experimental results, 

whereas Section 5 covers the conclusions and future directions. 

2. Related Works 

The early detection of PD has become a critical area of research, with a significant 

focus on leveraging AI and ML techniques to identify biomarkers and detect the disease 

at its initial stages. Speech analysis has become an essential tool in this context due to its 

high sensitivity to the effects of PD. Often considered a “black box” of hidden information, 

speech signals can be analyzed to detect PD, Alzheimer’s disease, depression, and other 

neurological disorders by extracting relevant features from these signals [4]. For example, 

a study proposed an automatic PD detection system using a Support Vector Machine 

(SVM) combined with a wrapper feature selection technique to enhance diagnostic accu-

racy [5]. Furthermore, the development of new features, such as the Intrinsic Mode Func-

tion Cepstral Coefficient (IMFCC), has shown a significant increase in the detection accu-

racy of PD by addressing changes in speech intelligibility affected by PD symptoms like 

phonation, intensity, articulation, and respiration [6]. Voice abnormalities, which affect 

about 90% of PD patients, are among the initial signs and symptoms of the disease. The 

introduction of features like the direction of energy based on empirical mode 



Eng. Proc. 2024, 5, x FOR PEER REVIEW 3 of 8 
 

 

decomposition has also demonstrated promising results in precisely distinguishing PD 

patients from healthy persons [7]. Additionally, convolutional neural networks have been 

employed to extract information from dysarthric speech, increasing the accuracy of de-

tecting subtle voice alterations associated with PD. These vowel-based recordings offer a 

practical, non-invasive screening tool that can be utilized in both clinical and home set-

tings [8]. Beyond speech analysis, there have been numerous developments in utilizing 

various biomarkers for PD detection. ML techniques have been utilized to distinguish in-

dividuals with PD from healthier ones by addressing class imbalance and hyper-parame-

ter tuning, such as using SMOTE and RandomizedSearchCV [9]. Several studies have fo-

cused on identifying biomarkers for disease progression. For example, research has 

shown serum neurofilament light as a strong indicator for rapid disease progression be-

tween three identified types of PD progression [10]. Another study emphasized the need 

for objective biomarkers for early intervention, demonstrating that an ML model using a 

validated mass spectrometry assay could identify Parkinson’s patients with good accu-

racy and classify a significant percentage of pre-motor individuals [11]. Furthermore, the 

role of peripheral cytokines has been investigated, providing evidence that they may as-

sist ML-based PD detection [12]. 

AI has also been applied to analyze other physiological signals. Nocturnal breathing 

patterns, for instance, have been used to develop an AI model that can identify PD and 

track its progression. By decoding breathing patterns from radio waves as a person sleeps, 

the model provides a non-invasive, at-home solution for early detection and continuous 

monitoring of PD [13]. Gait analysis, another method explored for PD detection, em-

ployed an ML-based classification system that utilized correlation feature selection tech-

niques to identify salient biomarkers from spatial and temporal features, further validated 

using the Shapiro-Wilk test for normal data distribution [14]. In addition to speech and 

gait, studies have utilized various imaging and signal-processing techniques to detect PD. 

One approach converted electroencephalographic recordings into spectrograms using the 

Gabor transform, classifying individuals into various categories such as healthy, with PD, 

and without medication [15]. Video analysis has also been employed; facial expressions 

of people with dysarthria were evaluated using video recordings, and synthetic data for 

training augmentation was generated using a Conditional Generative Adversarial Net-

work, with Test-Time Augmentation reducing outcome bias [16]. Furthermore, online 

handwriting analysis has been explored using beta elliptical approaches and fuzzy per-

ceptual detectors for feature extraction, with Bidirectional Long Short-Term Memory net-

works implemented to improve classification accuracy [17,18]. 

Several comparative studies have been undertaken to evaluate the effectiveness of 

different ML algorithms in PD detection. A study compared deep learning models, 12 ML 

algorithms, and ensemble learning methods, highlighting the use of boosting techniques 

to enhance detection performance [19]. Another approach utilized Gower distance as a 

dissimilarity measure and the Cuckoo Search algorithm for feature selection, further op-

timizing PD detection models [20]. 

Despite the significant advancements in utilizing AI and ML for the detection and 

monitoring of PD, there remains a demanding need for further research to develop more 

effective methods. While existing studies have made considerable progress in identifying 

the disease, gaps still exist in achieving optimal diagnostic performance. In this view, this 

paper addresses these gaps by evaluating a comprehensive set of various ML algorithms. 

The aim is to identify the most effective techniques for early diagnosis and to develop a 

robust and standardized method for detecting PD. 

3. Methodology 

The methodology for this research involves several steps, including data splitting, 

model training, evaluation, and hyperparameter tuning, as depicted in Figure 1. The da-

taset used is the Oxford Parkinson’s Disease Detection Dataset, which includes 22 features 

across 197 instances, containing biomedical voice measurements of individuals with and 
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without PD. The target variable (‘status’) indicates the presence (1) or absence (0) of PD, 

with the features representing a comprehensive range of voice characteristics typically 

affected by PD, thereby facilitating effective disease detection. The dataset was divided 

randomly, with 80% allocated for training and 20% reserved for testing. The training set 

was used to train ML models, while the testing set evaluated their performance. A total of 

26 ML algorithms were implemented using the Scikit-Learn library in Python, with each 

algorithm applied to the training data to predict the target variable. To optimize the mod-

els’ performance, hyperparameter tuning was performed using techniques such as grid 

search and random search, systematically testing different combinations of model param-

eters to determine the optimal configuration for the best predictive performance on the 

validation set. The effectiveness of each ML model was assessed using 5 evaluation met-

rics: accuracy, precision, sensitivity, area under the curve, and F1 score, providing a com-

prehensive evaluation of the models’ ability to detect PD accurately and minimize false 

positives. 

 

Figure 1. Experimental workflow for PD detection. 

4. Results and Discussion 

In this experiment, the results achieved from various algorithms provide significant 

insights into the detection of PD and are detailed as follows. Logistic Regression (LR) was 

implemented 2 times. The first time, it was directly implemented on the dataset. The sec-

ond time, LR was implemented with ElasticNet regularization (LR+EN). The penalty was 

set to ‘elasticnet’ and the l1_ratio was set to 0.5, indicating a balance between L1 and L2 

regularization. Decision Tree (DT) and Random Forest (RF) were implemented with a 

maximum depth of 5 each. Implementing the K-Nearest Neighbors (KNN) produced a 

testing accuracy of 95% when the nearest neighbors were set to 5. The Radius Neighbor 

Classifier (RNC) and Nearest Centroid (NC) couldn’t perform well. SVM has shown a 

decent performance, training, and testing accuracy of 90% each. Four variants of Naïve 
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Bayes were used in this experiment: Gaussian Naïve Bayes (GNB), Bernoulli Naïve Bayes 

(BNB), Complement Naïve Bayes (CNB), and Multinomial Naïve Bayes (MNB). However, 

they couldn’t perform well on the dataset. Among Multi-Layered Perceptron (MLP), Per-

ceptron Classifier (PC), and Extreme Learning Machine (ELM), MLP outperformed the 

others with a testing accuracy of 95%. Ridge Classifier (RC) produced a testing accuracy 

of 92%. However, Huber Classifier (HC) and Stochastic Gradient Descent (SGD) didn’t 

perform well and were not suitable for operational use in detecting PD. Among the boost-

ing algorithms, Extreme Gradient Boosting (XGB), Gradient Boosting Machine (GBM), 

Light Gradient Boosting Machine (LGBM), Categorical Boosting (CB), and Histogram 

Gradient Boosting (HistGB) have outperformed most other classifiers. LR, DT, RF, KNN, 

SVM, MLP, XGB, Adaptive Boosting (ADB), SGD, GBM, Extra Tree Classifier (ETC), 

LGBM, CB, HistGB, RNC, RC and LR+EN were used to implement the Voting Classifier 

(VC), which resulted in a testing accuracy of 95%, a precision of 94%, a sensitivity of 100%, 

an F1 score of 97%, and an AUC of 92%. It can be observed from Table 1 that MLP, XGB, 

GBM, ETC, LGBM, and CB produced almost similar results. They all achieved a training 

accuracy of 100%, a testing accuracy of 95%, a precision of 94%, a sensitivity of 100%, and 

an F1 score of 97%. But, the AUC made the difference as shown in Figure 2. The XGB and 

GBM achieved an AUC of 93%, ETC and LGBM achieved an AUC of 95%, CB achieved 

an AUC of 97%, and MLP achieved an AUC of 98%. Generally, any classifier with an AUC 

of more than 80% can be considered good enough to contribute to the core findings of the 

research. However, those six classifiers achieved an AUC of more than 90%. The highest 

AUC was achieved for MLP with 98% and its true positives were 32, true negatives were 

5, false negatives were 0, and false positives were 2 as shown in Figure 3. 

Table 1. Results achieved with various ML classifiers. 

S. No. Classifier 
Training Accuracy 

(%) 

Testing Accuracy 

(%) 

Precision 

(%) 
Sensitivity (%) F1 Score (%) AUC (%) 

1 LR 86.5 89.7 89 100 94 84 

2 DT 100 92 94 97 95 84 

3 RF 100 95 94 100 97 92 

4 KNN 95 95 94 100 97 98 

5 SVM 90 90 91 97 94 80 

6 GNB 69 72 92 72 81 78 

7 MLP 100 95 94 100 97 98 

8 XGB 100 95 94 100 97 93 

9 ADB 100 85 88 94 91 91 

10 SGD 83 77 87 84 86 71 

11 GBM 100 95 94 100 97 93 

12 ETC 100 95 94 100 97 95 

13 LGBM 100 95 94 100 97 95 

14 CB 100 95 94 100 97 97 

15 BNB   72 74 92 75 83 87 

16 CNB 74 69 88 72 79 77 

17 MNB 82 90 89 100 94 77 

18 HistGB 100 92 94 97 95 95 

19 NC 74 74 89 78 83 76 

20 RNC 74 82 82 100 90 58 

21 LR+EN 85 90 89 100 94 83 

22 ELM 99 82 96 81 88 83 

23 RC 91 92 91 100 96 82 

24 HC 76 64 91 63 74 75 

25 PC 80 87 91 94 92 83 
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26 VC 100 95 94 100 97 92 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 2. AUC of various classifiers with (a) MLP; (b) XGB; (c) GBM; (d) ETC; (e) LGBM; (f) CB. 
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Figure 3. Confusion Matrix for MLP, XGB, GBM, ETC, LGBM, and CB classifiers. 

5. Conclusions 

Early and precise detection of PD is critically important due to its progressive behav-

ior and substantial impact on the patients’ quality of life. This paper validates the potential 

of machine learning algorithms as effective tools for detecting PD using non-invasive 

voice measurements. A total of 26 ML algorithms were implemented on the Oxford PD 

detection dataset, comprising 195 voice measurements from 31 individuals. Among these 

algorithms, the Multi-Layer Perceptron (MLP) demonstrated superior performance, 

achieving a testing accuracy of 95%, a precision of 94%, a sensitivity of 100%, an F1 score 

of 97%, and an AUC of 98%. These metrics indicate that the MLP algorithm is highly ef-

fective in distinguishing between healthy individuals and those with PD based on voice 

data. The results highlight the significant potential of Artificial intelligence (AI)-driven 

approaches in enhancing the early detection of PD. The use of voice measurements pro-

vides a non-invasive, cost-effective, and efficient means of screening large populations, 

which is particularly valuable given the increasing prevalence of the disease worldwide. 

Future work can be extended to validate these findings on larger, new diverse datasets 

and to investigate the integration of such AI models into clinical settings. 
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