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Emotion recognition is crucial for understanding human interactions and enhancing 

communication. In online learning, recognizing emotions like interest, boredom, and confusion is 

essential for improving student engagement and efficiency. Traditional facial emotion recognition 

(FER) systems, which focus on basic emotions like happiness and sadness, fail to capture 

learning-specific emotions. Additionally, convolutional neural networks (CNNs) struggle to track 

temporal changes in emotional expressions.This study addresses these challenges by developing 

a hybrid CNN-LSTM model that combines the spatial feature extraction of CNNs with the 

temporal dynamics captured by Long Short-Term Memory (LSTM) networks. The proposed 

model aims to provide real-time, accurate detection of learning-specific emotions, enabling 

personalized and adaptive online education. 

 

This study utilizes a hybrid CNN-LSTM approach tailored for emotion recognition in online 

learning. The methodology involves the use of three datasets: FER2013, containing 28,709 

training and 3,589 validation images across seven emotion categories; CK+48, which includes 

750 images labeled with five basic emotions; and JAFFE, featuring 213 grayscale images with 

seven emotion categories. During preprocessing, images were resized to 48×48 pixels and 

normalized, and Action Units (AUs) were identified to filter images relevant to the target emotions 

of interest. 

The model architecture integrates CNN layers to extract spatial features from facial images and 

LSTM layers to capture temporal dependencies in the sequence of facial expressions. The final 

output layer classifies emotions into three categories: interest, boredom, and confusion. The model 

was trained on filtered datasets with training-validation splits, and its performance was evaluated 

using metrics such as accuracy, precision, recall, and F1-score. 

 

Table 4.3: Performance Matric Comparison 

Algorithm Dataset Accuracy precision Recall F1-score 

CNN model CK+ 0.96 0.94 0.96 0.95 

CNN-LSTM(Proposed 

Model) 

CK+ 0.99 0.99 0.97 0.98 

 

CNN model 

FER 2013 0.97% 0.94% 0.96% 0.95% 

CNN-LSTM(Proposed 

Model) 

FER 2013 0.98 0.97 0.98 0.98 

 

Figure 4.3: Training and validation of loss function for FER 2013 dataset. 

The CNN-LSTM model demonstrated exceptional performance with an accuracy of 98%, 

precision of 97%, recall of 98%, and an F1-score of 98%, outperforming standalone CNN models 

by effectively combining spatial and temporal feature analysis. Its effectiveness was validated 

across multiple datasets, ensuring adaptability to diverse learning scenarios. Compared to 

traditional methods, the hybrid model excelled in detecting learning-specific emotions, 

particularly in contexts with significant temporal dynamics. These results highlight the model's 

potential for real-time application in online learning, enabling personalized teaching strategies 

and enhanced student engagement. 

 

The study successfully developed a CNN-LSTM-based model for detecting learning-specific 

emotions in online education environments. By combining CNN's spatial feature extraction and 

LSTM's temporal analysis capabilities, the model effectively recognizes complex emotional states 

like interest, boredom, and confusion. The proposed approach addresses limitations of traditional 

FER systems and contributes significantly to the field of affective computing in education. 

 

 Future research can explore: 

1. Expanding the dataset to include more diverse demographics and real-world data. 

2. Incorporating multimodal inputs, such as audio cues or physiological signals, for 

comprehensive emotion recognition. 

3. Enhancing the model’s real-time processing capabilities for live online educational 

scenarios. 

4. Addressing ethical considerations, such as privacy concerns, for wider adoption in 

educational platforms. 
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