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Distributed Epistemic Responsibility 

Contemporary practices of knowing take place in increasingly complex, distributed and dynamic 
socio-technical environments. However, despite a recognition of the socialness of epistemic practices 
in social epistemology, and a recognition of the role of technology and instruments for knowledge 
creation in philosophy of science and technology, many epistemological concepts are still 
astonishingly individualistic. One concept we deem central to understand contemporary knowledge 
practices is epistemic responsibility. Understood individualistically, epistemic responsibility refers to 
the responsibilities of knowers in giving and accepting reasons, of assessing the credibility of 
information providers and sources (Origgi 2008), or of being a good informant (Craig 1990). Clearly, 
the ability to act responsible in knowing has changed profoundly due to various technologies of 
information, computation, communication we use in our daily quests for knowledge and we need a 
notion of distributed epistemic responsibility to account for these changes (Simon 2014). In particular, 
we argue that individualized accounts of epistemic responsibility not only fail to capture the nature of 
contemporary knowledge practices, but also that they are potentially harmful by ignoring issues of 
power and fairness within knowing. One aspect often considered profoundly important for the 
assumption and attribution of responsibility is the availability of information. Only if I have 
information about the credibility of information sources, only if I can offer information to back up my 
knowledge claims, am I able to act responsibly. However, the availability of information while being 
necessary, is not sufficient for acting responsible in knowing.  
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Terms of Service: Providing Information, Shedding Responsibility? 

Consider for example the case of personal information management in dynamic socio-technical 
environments. Knowers are held responsible for revealing information online, ensuring their passwords 
are secure and making decisions about whether to allow or deny applications access to information 
such as their physical location on various mobile devices. In most cases, knowers are presented with 
information about the services or devices they use via Terms of Service (in the event of a purchasing 
or signing up for a free service such as an email address) or an End User License Agreement (in the 
event of obtaining an application for use). Where the Terms of Service (ToS) are a set of rules the user 
must follow in order to be allowed to use the service, the End User License Agreement (EULA) is a 
license given to the user by the provider for the right to use the application. These types of documents 
detail the activities the user and the provider are allowed to engage in and typically specify terms of 
engagement with user data (what kind of data can be exchanged, how it might be used by either party, 
what kinds of rights and obligations each party has). For example, by accepting the EULA in the 
process of installing smartphone applications users give permission to access a range of their use data 
and to utilize it for a variety of purposes (Kelley, P., Cranor, L. & Sadeh, N. 2013). Considerable 
efforts have been made in designing for better and easier presentation of permissions and rules users 
actually agree to in this process and by producing various supportive tools to assist with 
knowledgeable decision-making. Yet research repeatedly shows that smartphone users do not have a 
good idea of what they are agreeing to when installing applications (Good et al., 2005; Felt et al., 
2012;). They may not read EULAs at all or, if they do, they may have a hard time understanding the 
technical language (Kelley et al., 2012). Given that users must make an ongoing, practically never-
ending series of decisions when installing, updating, sharing, setting permissions for the services and 
applications they use it is no wonder they exhibit fatigue and eventually a kind of learned helplessness 
(Shklovski et al, 2014; Andrejevic, 2014). 

Accordingly the availability of information about the way personal data is dealt with does not 
necessarily or even predominantly result in responsible action. Users are drowned in information either 
impossible or impractical to process and moreover there often are no real opt-out possibilities beyond 
not using specific services at all. So it seems that information provision can sometimes not only be 
insufficient for responsible action (on the side of the user), it can actually be a form of delegation or 
shedding responsibility (on the side of the service provider). Thus, similarly to the introduction of 
informed consent in the realm of medicine, the availability of detailed information regarding the terms 
of service can be seen as a form of responsibility shedding rather than as a form of user/client 
empowerment.  

How to support a fair distribution of responsibility  

Given this situation, what can be done to enable and support epistemically responsible behavior and to 
distribute the burden of responsibility fairly? To our mind, three approaches must be considered and 
ideally combined: 
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1. Intermediaries designing tools and services to support individual responsible action.  

2. Hard law solutions for issues such as data protection.  

3. Technology development for de-centralized security solutions  

Intermediaries: One way of managing the weight and pressure of personal responsibility for navigating 
the thickets of information about permissions and data practices is through the creation of 
intermediaries that can simplify and support individual responsible action. One example of such an 
effort is a recent launch of PrivacyGrade.org - a project run by a group of researchers at Carnegie 
Mellon University - intended to provide an easy guide for ANDROID users about the data practices of 
the applications they may want to install. The website lists applications and gives them a letter grade - 
from A for very privacy sensitive to D not privacy sensitive. The website contains links and 
information on how the evaluations of these apps are made, what algorithms and models are used and 
how privacy is conceptualized (Lin et al., 2012). The transparency of the evaluation is designed to 
engender user trust as a way to negotiate just how much information should knowers need to assess in 
order to make informed and responsible decisions. One problem with services such as 
PrivacyGrade.org is that they still endorse a rather individualistic understanding of epistemic 
responsibility. While the team of PrivacyGrade.org is certainly supporting users to assess the privacy 
implications of their choices, the action to inform themselves and act accordingly is left entirely on the 
side of the users. It is their responsibility to use the services, to inform themselves and to make 
informed choices, there is no default protecting them. In order to more fairly distribute the burden of 
responsibility over different actors, we need other types of governance alongside these efforts.  

Hard Law: Responsibility is not only a duty of users, but also of service providers. One way to ensure 
that service providers meet their responsibilities towards the users is through hard law. Cases of 
particular interest for epistemic responsibility are data protection regulations as well as privacy laws. 
Only if there is a basic protection of private data can users be reasonably expected to act responsibly 
themselves. Given the pervasiveness of data leakage it is no wonder that users refuse to read EULAs 
and continue to give access to their data despite expressed discomfort in doing so. This perceived 
futility of self-protection may lead to fatalistic acceptance of constant data leakage as the inevitable 
norm, resulting in learned helplessness. After all, the "inability to protect one's private zones is a sign 
of absolute helplessness in defending one's basic interests" (Margalit 1998, p. 120).  

Technology Design: In the time of fast-paced technology development, hard law often can not keep up 
with the rate of technological advance, thus technical tools such as decentralized secure data platforms 
that can enforce how personal data is accessed and used are necessary. Recent advances in security and 
secure systems research and development of secure data and usage control layers for mobile 
technologies offers solutions at the level of technical infrastructure. This is another way that 
responsibility for personal data management can be shifted from resting entirely on the user to 
application developers and service providers as they must contend with the inherent structural 
limitations of such secure systems (Danezis et al., 2012; Anciaux, Bonnet, Bouganim & Pucheral, 
2014).  
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Conclusions 

These are different types of governance to increase responsible action in knowing - distributing 
responsibility over different agents - industry and government alongside users. While each one of these 
alternatives is currently vigorously pursued, this research is mostly done in isolation. We argue that to 
achieve fairly distributed epistemic responsibility these lines of research must interact in order to 
produce complementary solutions.  
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