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Abstract.   

 

In the real world there are many problems which 

involve the optimization of multiple objective 

functions at the same time. These are known as 

Multi-objective Optimization Problems (MOPs). 

Solving this kind of problems implies generating 

a set of good solutions, commonly known as 

Pareto-optimal solutions. The Multi-Objective 

Evolutionary Algorithms (MOEAs) have been 

extensively used to address this type of problems, 

since it allowing to get a set of the Pareto 

solutions in a particular run. Nevertheless, 

finding this solution set does not resolve the 

problem since the Decision-Maker (DM) still 

must select from that set the solution that matches 

more with his/her preferences. Determine the 

Region of Interest (RoI), in accordance with the 

DM’s preferences, is an option that would make 

easy the selection process. The RoI has been 

defined as the region on the Pareto frontier which 

suits better to the DM's preferences. In order to 

help the DM in the selection process, different 

approaches in literature have added preferential 

information into the optimization process to lead 

the search towards the RoI. 
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 Such is the case of the approach presented by 

(Cruz-Reyes et al., 2017) called Hybrid Multi-

Criteria Sorting Genetic Algorithm (H-MCSGA). 

This method addresses the preferences 

incorporation a priori into a MOEA to 

characterize the RoI by a multicriteria sorting 

method called THESEUS (Fernandez et al., 

2011). H-MCSGA consists by two phases. First, 

a metaheuristic is used to create a set of solutions 

(reference set) that are assigned to ordered 

classes by the DM. The objective of this process 

is that the DM's preferences are indirectly 

reflected in this set. In the second phase, 

THESEUS is incorporated into an evolutionary 

algorithm to sort the new solutions created 

during optimization process. For this, THESEUS 

uses the reference set, generating selective 

pressure in the direction of the RoI. The 

performance of H-MCSGA was verified using 

nine instances of a public project portfolio 

problem. The achieve results show that H-

MCSGA reach a good definition of the RoI and 

outperforms the well-known NSGA-II (Deb et al., 

2002). A first interactive version of the H-

MCSGA is presented in (Cruz-Reyes et al., 2014), 

where the reference set is updated, only once, 

while exploration process. Consequently, the 

DM’s preferences are updated. In examples on 

the portfolio problem, this proposal maintains its 

superiority over the NSGAII. 

 

Finally, an interactive method more robust is 

proposed in (Cruz-Reyes et al., 2016) called the 

Interactive Multi-Criteria Sorting Genetic 

Algorithm (I-MCSGA). This method allows the 

DM to assimilate progressively respecting the 

problem and to clarify his/her preferences. I-

MCSGA was assessed on project portfolio 

optimization problems. This algorithm was 

measure against with NSGA-II in three and four 

objectives problems and in nine and sixteen 

objectives problems with A2-NSGA-III (Jain, 

Deb, 2013). I-MCSGA presented better outcomes 

than these algorithms in regard to Pareto-
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dominance and to its ability to accomplish the 

RoI. The automatic-enhancement procedure 

results efficient to include new solutions into the 

reference set, aiding THESEUS to propose more 

suitable assignments. Moreover, the proposed 

procedure to update preferences interactively is 

efficient to validate the enhanced reference set, 

still when the real DM was supplanted by the 

preference model proposed by (Fernandez et al., 

2011). Therefore, I-MCSGA shown its capacity to 

identify the RoI and, to address optimization 

problems with a few and many numbers of 

objectives, effectively. 

 

Future research directions should be leads 

towards extend the experimentation to problems 

where the true Pareto frontier is known, the use 

of others multicriteria sorting methods and the 

comparing with others most recent MOEAs. This 

with the aim of validating the outcomes of these 

approach with greater certainty. 
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