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Abstract: Resolution is an important characteristic to determine the nature and features of the 

image. Enhancing the resolution strengthens the features hidden within the image, and make the 

image sharper and more informative. The image quality is improved when noise is 

removed/suppressed from it. The proposed model provides a technique to enhance the resolution 

of different types of images, obtained from imaging devices, using a convolutional autoencoder. A 

convolutional neural network (CNN) architecture is developed by adding different layers to the 

neural network. An autoencoder capable of encoding and decoding the structure of the images is 

proposed to enhance their resolution. The model tends to learn the lower-dimensional features of 

unclear images and provide a high resolution to them by predicting and enhancing their 

dimensions. The model is trained on low-resolution images and the corresponding high-resolution 

images, and a convolutional auto-encoder is implemented to denoise the image to introduce high-

resolution in the blurred or corrupted images. The model overcomes the limitations of the existing 

denoising filter techniques and provides a higher level of image quality enhancement. 
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1. Introduction 

Resolution enhancement is an important pre-processing step in image processing as it helps in 

refining the characteristics of the image. Medical image classification and diagnosis algorithms use 

image enhancement as the very first step. The medical images can be enhanced using contrast 

enhancement techniques, like an average filter, neighborhood operation, imadjust, bilateral ratinex, 

and sigmoid function [1]. These techniques commonly use parameters like mean square error (MSE), 

peak signal to noise ratio (PSNR), root mean squared error (RMSE), and normalization coefficient 

(NC). In addition to medical applications, image enhancement is used for underwater images, 

infrared images, and haze visibility enhancement [2]. The image resolution enhancement can also be 

applied to the cropped section of the image to extract features within the cropped area [3]. A 

comparative approach can be implemented to measure the performance of the different types of 

filters on image enhancement, where PSNR can be the most appropriate index for comparing the 

filtered and non-filtered images [4]. One of the traditional approaches used superimposing of the 

multiple low-resolution frames to obtain a high-resolution image by using projections onto convex 

sets (POCS) [5]. Dual-tree complex wavelet transformation (DT-CWT) technique was also popularly 

used for enhancing the satellite image resolution [6]. To intensify the denoising process of the images, 

a variation of autoencoder can be used to decrease the noise in the image and adaptively improve 

from the cases encountered [7]. 

Low light resolution enhancement has also been studied using the autoencoders, which can be 

used to enhance the lighting of the dull image [8]. A few other methods include inaccurate sub-pixel 
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matching by applying enhancement ratio on the low-resolution image to obtain gray values of the 

high-resolution image [9]. The displacement method was also used, which is uniform and applied to 

the entire image [10]. The sonar images were enhanced by improving their contrast and by learning 

their characteristics [11]. De-convolutional autoencoders were used to enhance the quality of the 

fingerprint signal using ConvEnhance, which learns local and global features of the data [12]. Since 

videos are just a series of images, the image resolution techniques have also been applied to videos. 

Such a process changes the resolution of the videos, where the low-resolution frame of the video was 

reconstructed by a regression kernel [13]. 

The proposed model involves the training of the encoder to create a feature map, which maps 

the input data with the meaningful features and variations extracted by the encoder. The feature map 

will become a major building block that could be used to reconstruct the same input data again, which 

was provided to the encoder. It will be a smaller subset of the input data that hold the necessary 

information required to develop an identical version of it. In the process of autoencoding of image 

resolution, the primary step is to solve the image denoising problem. The aim of this study is to 

strengthen the resolution of the image to obtain clearer images. 

2. Methodology 

In the proposed model, an autoencoder is developed by adding different layers of the 

convolutional neural networks. Each layer of the neural network is used to process the input image 

into different stages and matrices to denoise the image. The model is then trained on a set of low-

resolution images and their corresponding high-resolution images to extract the features of those 

images in a designed encoder. The loaded weights of the encoded images are stored, after the 

training, as feature vectors. An input test image, which is of low quality, is used to observe the results 

of the trained model. The model improves the quality of the input image by using the pre-trained 

autoencoder model. The features used in the model are highlighted below, which will give a detailed 

understanding of the working and architectural flow of the presented model. 

2.1. Dataset 

Dataset consists of 9,544 images of different car models, which consists of high-resolution images 

of the objects within the image. 

2.2. Algorithm 

The proposed model aims to predict the high-resolution image of the low-resolution image 

provided as input. It is implemented by applying the following layers to the neural network (shown 

in Table 1). 

• Adding two layers of convolutional two-dimensional with output shape of (256, 256, 64) and an 

activation layer of rectified linear units (ReLU) function, shown below. 

𝑦 = max(0, 𝑥) (1) 

These two layers are stored separately in the outer layer 1 and extracts important features from 

the input image before going down to smaller feature space. 

• Max pooling layer, with the output shape of (128, 128, 64), is connected to the previous two-

dimensional convolution layer and it reduces the dimensionality into smaller feature space. 

• Dropout layer, with the shape of (128, 128, 64), is used to regularize the complex neural network 

layers running in parallel. 

• Again, two layers of two-dimensional convolutional layers are applied one after the other with 

the same output shape of (128, 128, 128) and with the activation function of ReLU calculated from 

the formula given above. The layers up to this are stored in outer layer 2 for further processing. 
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• Max pooling layer, with the output shape of (64, 64, 128), is connected to the previous two-

dimensional convolution layer. 

• A two-dimensional convolution layer is applied after the previous max pooling layer with the 

output shape of (64, 64, 256). 

• UpSampling layer, with the output shape of (128, 128, 256), is applied to expand the small image 

matrix into a larger one. 

• Again, two layers of two-dimensional convolutional layers are applied one after the other with 

the same output shape of (128, 128, 128) and with the activation function of ReLU. 

• The addition operation is performed on the previously convolutional layer with the outer layer 

2, which was stored for further processing with the shape of (128, 128, 128). 

• UpSampling layer, with the output shape of (256, 256, 128), is applied to expand the small image 

matrix into a larger one. 

• Two layers of two-dimensional convolutional layers are applied one after the other with the same 

output shape of (256, 256, 64) and with the activation function of ReLU. 

• Another operation is performed on the previously convolutional layer with the outer layer 1, 

which was stored for further processing with the shape of (256, 256, 64). 

• The final layer of the model is applied to the two-dimensional convolutional layer with the output 

shape of (256, 256, 3) to obtain the resultant autoencoder output. 

Table 1. Autoencoder summary. 

Layer (Type) Output Shape 

Input Layer (256, 256, 3) 

Conv (2D) (256, 256, 64) 

Conv (2D) (256, 256, 64) 

MaxPooling (2D) (128, 128, 64) 

Conv (2D) (128, 128, 128) 

Conv (2D) (128, 128, 128) 

MaxPooling (2D) (64, 64, 128) 

Conv (2D) (64, 64, 256) 

Add (128, 128, 128) 

UpSampling (2D) (128, 128, 256) 

Conv (2D) (128, 128, 128) 

Conv (2D) (128, 128, 128) 

Add (128, 128, 128) 

UpSampling (2D) (256, 256, 128) 

Conv (2D) (256, 256, 64) 

Conv (2D) (256, 256, 64) 

Add (256, 256, 64) 

Output Layer (256, 256, 3) 

2.3. Encoder 

An encoder is used to encode all the necessary information or features stored within the image. 

It is used to represent the original image in smaller representations in the form of feature vectors, 

which stores the characteristic of the image and can be decoded whenever the corresponding decoder 
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is applied to the feature vector. As shown in Figure 1, the original image is stored as a compressed 

representation after the encoder is applied to it. 

2.4. Decoder 

The decoder uses the feature vector of a compressed image and is used to reconstruct the original 

image. It is implemented with the encoder so that important features are not lost at the time of 

decoding the image. As shown in Figure 1, the compressed image is converted back into its original 

state when a decoder is applied to it. 

2.5. Autoencoder 

Autoencoder use unsupervised learning techniques to denoise the image. It performs 

convolution and deconvolution procedures on the input image using the same input and output 

matrix [11]. The autoencoders can also be used for image enhancement that can strengthen the 

process of feature extraction. An autoencoder, while encoding and decoding the image, tends to 

perform a lossless transformation in an ideal scenario. Practically, an ideal autoencoder is difficult to 

implement, and hence a distance function is maintained, which calculates the loss encountered when 

an image is transformed from the encoder to the decoder. 

 

Figure 1. Schematic of an autoencoder. 

 

Figure 2. Loss function. 
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3. Results 

The presented model is trained on a dataset of 9544 images. A powerful open-source library 

Keras with GPU acceleration is used for training the autoencoder. The graph showing the variation 

of the loss function and epoch is given in Figure 2. After the training, the model is used to give a high-

resolution image from the input low-resolution image. Figure 3 shows the low-resolution images, 

given as input to the model, and the high-resolution output images. 

 

 

 

Figure 3. Comparison of the original low-resolution and predicted high-resolution images. 

4. Conclusions 

The existing denoising filter techniques have some limitations, as they may not be able to 

enhance the low light images or the naturally blurred images. The presented model aims to remove 

the noise from the image using autoencoders, where the model is trained on the low-resolution and 

their corresponding high-resolution images. The autoencoder aims to understand the essential 
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features of the images and create feature vectors that are later used to improve the quality of the input 

low-resolution images. So, the chances of quality enhancement get increased to a much higher level 

in comparison to the traditional approaches. The model performs self-learning, and, hence it learns 

from the previous noises that it recognized or corrected. Therefore, as the dataset increases, the 

quality of the image resolution enhancement rises at a faster pace. The proposed model could be 

useful for CCTV camera image enhancement for police and security departments, number plate 

recognition at traffic signals, medical image diagnosis for skin pigmentation, detection of any tissue 

injury, and other applications. 
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