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Select entropy-based indicators have been used in this preliminary study to classify genes with acceptable results. This need for
classification is driven by the interest of the scientific community in determining whether a given gene possesses or lacks cancer-
related characteristics without the need for using any type of analytic model for their genetic information. A subset of genes was
chosen and have been divided into two groups: those that have a relation to cancer (that is, they either cause cancer, as in
oncogenes, or are tumor suppressors) and those that are not related to cancer issues (i.e., normal genes). A set of eleven classifiers
were used and compared, some of which reflected an accuracy rate of over 70% of correct predictions (cancer-related or not)
within a test set of genes. These results shed some light on the fact that, in effect, oncogenes and normal genes have different
patterns and structures and can potentially be used as a predictor for novel genes.
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§ The initial experiments conducted here point to the fact that
standard classifiers and some non-classic classifiers (such as a
multilayer neural network) have enough information to give a highly
usable characterization of whether a gene has cancer-related traits or
not. In spite of not being optimally high (70%), the analysts estimate
is greatly enhanced.

§ A gene pool of 204 genes were selected from the NCBI
gene database. Of those, 76 were oncogenes (i.e. formally
related to cancer); 75 were normal (i.e. required for
normal functioning); and 53 were tumor suppressors (i.e.
genes that, in spite of an active oncogene, can block the
protein synthesis and this, prevent the proliferation).
Recall that most research today is oriented toward tumor
suppression, and not to tumor probabilistics.

§ A testing set composed of 30% of the gene database
(respecting the three proportions already described) was
selected and set aside before the classifiers were applied
on the data.

§ Genetic data was processed using the three metrics
described, a) using sliding windows of 300 DNA bases; and
b) computing a single value for the full gene; and authors
feed the statistically summarized results to the classifiers
(minimum, maximum, average when using a sliding
window) and the single value for the full gene. This gives
a set of 12 discrete values for each gene in the pool of 204
genes; and one categorical result (“cancer”,”normal”, and
“suppressor”).
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§ Future work will be directed toward the use of more robust
classification techniques, as higher order networks, convolutional
ones and associated deep-learning classifiers to better discern within
cancer-causing and tumor-suppressing genes.

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

NN

Lo
g R

eg

L -
 SV

M

RBF SV
M

Gaussi
an DT RF

MLP Ada
Baye

s
QDA

"Normal" category "Cancer" category

https://tinyurl.com/Entropy2021

