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Abstract: Artificial Neural Networks (ANNs) have emerged as one of the leading algorithmic ap-

proaches to solve healthcare challenges including biomarker detection, disease diagnosis, medical 

imaging, identification, and classification of chemical compounds. In this paper, we aim to provide 

insight into the fundamentals and topologies of ANNs, such as Deep Neural Networks (DNNs) and 

Convolutional Neural Networks (CNNs), while also familiarizing the reader with the applications 

of ANNs within cancer identification, diabetes diagnosis and Covid-19 detection. 
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1. Introduction 

The healthcare sector generates large amounts of data each year and traditional meth-

ods of data analysis within this field are both time-consuming and require large amounts 

of domain expertise [1,2]. The ability of Artificial Neural Networks (ANNs) to automati-

cally analyze and identify underlying patterns within the input data (through a process 

called Representational Learning) without a need for the resource-intensive process of 

manual feature selection by domain experts has considerably accelerated the process of 

neural network generation and lowered the cost involved in utilizing ANNs [2,3]. Recog-

nizing the potential of such technologies, the global “AI in healthcare” sector is expected 

to grow at a rate of 43.6% annually reaching a staggering total of $61.59 Billion in 2027 [4]. 

Figure 1a below displays how ANNs fit within the healthcare sector. 

In this paper, we aim to provide insight into the fundamentals and topologies of 

ANNs, such as Deep Neural Networks (DNNs) and Convolutional Neural Networks 

(CNNs), while also familiarizing the reader with the applications of ANNs within cancer 

identification, diabetes diagnosis and Covid-19 detection. 

2. Methods 

Artificial Neurons: 

Artificial neurons mimic a biological neurons approach of problem solving and 

input analysis by using mathematical models [6]. The components of artificial neu-

rons are as follows (see Figure 1b): 

1) Input and Weights: 

Artificial neurons generally receive inputs from either the external environ-

ment or from other artificial neurons, these inputs serve as a representation of 

external information as processed by the network [6,8]. 
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Weights are adaptive coefficients associated with each input and they de-

termine the intensity of the relationship between an input signal and the output. 

The greater the magnitude of weight, the larger the impact a particular input has 

on the outcome and vice-versa [6,8]. 

 

 

 

(a) (b) 

Figure 1. (a) Displays the relation of ANNs to various medical applications. Image taken from [5]; (b) Model 

of an artificial neuron. Image taken from [7]. 

2) Summation Junction: 

Within the summation junction, the input signals (x1, x2, …, xi) and their as-

sociated weights (w1, w2, …, wi) are combined to generate a single scalar value. 

This combination is usually done by performing a summation operation on the 

dot product of each input signal and their associated weights to generate what is 

known as the weighted sum of the input vectors, this weighted sum serves as a 

representation of each input-weight combination [6]. It can be represented math-

ematically as [6]: 

weighted sum ′𝑢′ =  ∑ 𝑤𝑖𝑥𝑖

𝑖

1

 

3) Bias Factor: 

The bias is a constant term added within the summation junction to in-

crease the flexibility of a neural network as it searches for the optimal path 

through a given solution space [8]. Like the weights, the bias is an adaptive pa-

rameter as its optimal value is unknown before performing the experiment [8]. 

Thus, the new equation for the weighted sum within the summation junction 

would be of the form [8]: 

weighted sum ′𝑢′ =  ∑ 𝑤𝑖𝑥𝑖

𝑖

1

+ 𝑏 

4) Activation Function: 

The activation function is perhaps the most important component of an ar-

tificial neuron. The activation function controls whether an input combination 

would succeed or fail in triggering a neuron i.e., generating an output [6,8,9]. 

Since the range of 𝑦 in the formula for the weighted sum 𝑦 = ∑ 𝑤𝑖𝑥𝑖
𝑖
1 + 𝑏 is 

(−∞, ∞), we use the activation function to transform this 𝑦 value into another 

value (usually within a smaller range) that can be analyzed more easily [6,8,9]. 

Table 1 below lists several types of activation functions in use and their respec-

tive formulas. 
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Table 1. This table outlines information about several activation functions [8,9]. 

Activation Function Formula Advantages Disadvantages 

Step function 𝑓(𝑦)

=  {
0 𝑖𝑓 𝑦 < 𝑍
1 𝑖𝑓 𝑦 ≥ 𝑍

 

where Z is the  
threshold value 

 Can be used within binary classifica-

tion problems since there are two possi-

ble states that the neuron can output (0 

and 1). 

 Difficult to use in classifica-

tion problems involving more 

than two states. 

Linear function 𝑓(𝑦) = 𝑐𝑦 
where c is a constant 

 Can generate multiple values unlike 

the step function above. 

 Any combination of neural 

networks we create using this 

activation function can be con-

densed to a single activation 

function. 

Sigmoid function 
𝑓(𝑦) =

1

1 + 𝑒−𝑦
 

 

 Commonly used activation function.  

 As it is non-linear, we can stack multi-

ple artificial neurons together. 

 It suffers from the vanishing 

gradient problem i.e., it is 

hard to differentiate values 

occurring at the extremities of 

the graph.1 

 

Tanh function 
𝑓(𝑦) =

𝑒𝑦 −  𝑒−𝑦

𝑒𝑦 + 𝑒−𝑦
 

 

 Commonly used activation function.  

 It has a gradient of descent steeper than 

the sigmoid function. 

 As it is non-linear, we can stack multi-

ple artificial neurons together. 

 It suffers from the vanishing 

gradient problem i.e., it is 

hard to differentiate values 

occurring at the extremities of 

the graph.1 

 

Rectified Linear 

Unit (ReLU) func-

tion 

𝑓(𝑦) = max(0, 𝑦) 
where max is a function  
that returns the greater  

term 

 Commonly used activation function.  

 As it is non-linear, we can stack multi-

ple artificial neurons together.  

 It is computationally less expensive 

than the sigmoid or Tanh function 

since it involves simpler mathematical 

operations. 

 It suffers from the dying 

ReLU problem i.e., when the 

input becomes 0 or negative, 

the gradient of descent of the 

function becomes 0.1 

1 Backpropagation (a technique of error minimization) relies upon the gradient of descent [3]. 

 

Artificial Neural Network Topologies: 

 Researchers often combine several artificial neurons in varying topologies to create what is 

known as artificial neural networks [6]. In this paper, we will look at two such popular topologies 

(namely Deep Neural Networks and Convolutional Neural Networks) and within the next section we 

will highlight their usage in cancer identification, diabetes diagnosis and Covid-19 detection. 

 
1) Deep Neural Network (DNN): 

ANNs with a large number of hidden layers are known as Deep Neural Networks (see Figure 

2a below) [1,10]. DNNs can analyze and interpret complex data, the presence of a deep architecture 

(having several hidden layers) allows the given network to make better abstractions from non-linear 

datasets in comparison to shallow ANNs (having a limited number of hidden layers) [1,3,12]. 

However, it should be noted that the presence of a large number of hidden layers also increases 

the training time of a given dataset [1], thus DNNs have a high degree of hardware dependency and 

it was only after the introduction of advances in hardware technologies such as multicore processing 

and GPUs that DNNs became commercially viable [1,12]. 

 
2) Convolutional Neural Network (CNN): 

The architecture of Convolutional Neural Networks takes inspiration from the human visual 

cortex and subsequently this neural network is commonly used when dealing with images [1,3,12]. As 

seen in Figure 2b below, CNNs can be divided into two parts, one is responsible for feature extraction 

and another is responsible for classification [13]. As the input image passes through the network, it 

gets repeatedly passed through filters (within convolution layer) such that the network can identify 

regions containing information and those regions that do not [3,13]. Within the pooling layer, the im-

age size is reduced while maintaining regions containing information (i.e., features), these features are 

finally combined and connected within the classification section and subsequently outputted [3,13]. 
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However, it should be noted that CNNs require a large amount of labeled training data to func-

tion, thus the usage of CNNs is restricted by the availability of large datasets for training [1]. 

 

 

(a) (b) 
Figure 2. (a) Displays the basic structure of an DNN. Image taken from [11]; (b) Displays the basic structure of a CNN. Image 

taken from [13]. 

3. Results and Discussion 

 In this section, we focus upon ANN-based applications within the fields of Cancer identification, 

Diabetes diagnosis and Covid-19 detection. 

Cancer Identification (See Table 2 below): 

Cancer is a disease in which some of the cells within the body start growing uncontrollably [20]. 

These cells can occur almost anywhere within the body and could potentially lead to life-threatening 

tumors [20]. It is estimated that by 2040 cancer will affect 29.5 million people and kill 16.4 million every 

year [20,21], thus early detection of cancer to administer proper treatment is a must. 

ANN-based technologies have been relatively successful in being able to detect cancerous spec-

imens, some ANNs such as those in [14] and [15] have achieved accuracies exceeding 98% when 

trained and tested on breast cancer datasets. CNNs like those in [16] and [17] have also shown positive 

results by achieving accuracies of 93.64% and 81% respectively when used to detect the presence of 

skin cancer. Several DNNs (such as [18] and [19]) have also been largely successful in identifying kid-

ney cancers from a given specimen. Considering the success of ANN-based technologies within this 

domain, it seems likely that they will continue to play a larger role in future breakthroughs. 

 

Table 2. This table outlines several applications of ANN-based technologies for cancer identification. 

Detection Application Network Structure 
Approx. Performance 

Reference 
Accuracy Specificity Sensitivity 

Breast cancer 
ANN 98.1% - - [14] 

ANN 98.05% - - [15] 

Skin cancer 
CNN 93.64% 95.18% 92.1% [16] 

CNN 81% 80% 81% [17] 

Kidney cancer 
DNN AUC*: 98% - - [18] 

DNN AUC*: 90% - - [19] 

 *AUC: Area under the receiver operating characteristic curve. 

Diabetes Diagnosis (See Table 3 below): 

Diabetes is a chronic disease caused by the body’s inability to either produce enough insulin or 

efficiently use the insulin it produces [25]. As diabetes is a major cause of blindness, heart attacks and 

kidney failure [25], efficient mechanisms of early detection and prediction are necessary. 
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 ANN-based technologies such as [22], [23] and [24] have been able to successfully diagnose dia-

betes with accuracies above 85% on publicly available datasets, the relatively high accuracy rates ob-

tained from using ANNs serve as a good indicator on the potential these technologies possess. 

Table 3. This table outlines several applications of ANN-based technologies for diabetes diagnosis. 

Detection Application Network Structure 
Approx. Performance 

Reference 
Accuracy Specificity Sensitivity 

Diabetes diagnosis 

DNN 97.11% 98.80% 96.25% [22] 

ANN 92% - - [23] 

ANN 87.3% - - [24] 

 

Covid-19 Detection (See Table 4 below): 

Covid-19 is an infectious respiratory disease caused by a coronavirus [27,29,30]. It has been re-

sponsible for a global pandemic and the death of more than 3 million people worldwide [29]. CNNs 

such as [26] and [28] have been able to make use of X-ray images to identify those patients affected by 

Covid-19 with an extremely high accuracy rate of above 97%. The ability of ANN-based technologies 

to make use of transfer learning as was done in [27] to identify new datasets provides an additional 

layer of flexibility within these technologies, making them applicable for unseen datasets. 

 

Table 4. This table outlines several applications of ANN-based technologies for Covid-19 detection. 

Detection Application Network Structure 
Approx. Performance 

Reference 
Accuracy Specificity Sensitivity 

Covid-19 detection 
CNN 98.75% 98.75% 92.85% [26,27] 

CNN 97.40% 97.09% 99.10% [27,28] 

4. Conclusion and Perspective 

 Within this paper, we provided a summary of the individual components of any artificial neuron 

and explained the fundamentals of popular ANN topologies like DNNs and CNNs. Finally, we high-

lighted the applications of various ANN-based technologies within the context of Cancer Identifica-

tion, Diabetes Diagnosis and Covid-19 detection using specific examples to highlight the high accuracy 

rate ANN-based technologies possess and to display the potential these technologies offer. 

In the future, real-time, personalized health monitoring devices and electrochemical biosensors 

would generate a tremendous amount of data for disease biomarkers [30–32]. We speculate research-

ers would perform feature selection on such datasets, perform training and validation tests on ANN 

models before finally passing the live data into the ANN for analysis and prediction. 
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