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Abstract: This preliminary study used the stacking ensemble to explore major elements (factors) 

that could predict depression in patients with Parkinson’s disease and presented baseline data for 

developing a nomogram prognostic index for predicting high-risk groups for depression among 

patients with Parkinson’s disease in the future. Depression, an outcome variable, was divided into 

“with depression” and “without depression” using the Geriatric Depression Scale-30 (GDS-30). This 

study developed nine machine learning models (ANN, random forest, naive bayes, CART, 

ANN+LR, random forest+LR, naive bayes+LR, CART+LR, and random forest+naive 

bayes+CART+ANN+LR). The predictive performance (e.g.,REMS, IA, Ev) of each machine learning 

model was validated through 10-fold cross-validation. The analysis results showed that the random 

forest+LR had the best predictive performance: RMSE = 0.16, IA = 0.73, and Ev = 0.48. This study 

analyzed the normalized importance of the random forest+LR model’s variables (the final model) 

and confirmed that K-MMSE, K-MoCA, Global CDR, Sum of boxes in CDR, Total score of UPDRS, 

Motor score of UPDRS, K-IADL, H&Y staging, Schwab & England ADL, and REM & RBD were ten 

major variables with high weight among predictors of Parkinson’s disease with depression in South 

Korea. it is necessary to additionally develop interpretable machine learning to build a model for 

predicting depression of patients with Parkinson’s disease that can be used in the medical field. 
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toms 

 

1. Introduction 

The focus of medical care has shifted to health promotion and disease prevention 

rather than disease treatment owing to the improvement of living standards and the de-

velopment of medical technology. As a result, provider-oriented medical services have 

been rapidly converted to consumer-oriented medical services. As the demand for medi-

cal care increases, the demand for clinical decision support (CDS) is increasing in the 

health care sector because it allows medical personnel to treat patients safely and effi-

ciently [1]. In particular, In particular, in primary medical care, medical personnel needs 

to make various decisions regarding what kind of examination should be used to diag-

nose patients and how to treat them. CDS is designed to help medical personnel working 

in the primary medical care setting make decisions on diagnosis or treatments [2]. CDS 

means a support to improve the quality of medical services by applying evidence-based 

knowledge at the time of treatment based on accumulated clinical data [2]. 

Meanwhile, in primary medical care, Parkinson’s disease is known as the second 

most common degenerative disease in the senile stage after Alzheimer’s disease [3]. Since 
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the rate of aging in South Korea is the fastest in the world, unprecedented, it is expected 

that the prevalence of Parkinson’s disease will increase even further in the future [4]. 

Parkinson’s disease symptoms can be divided into motor symptoms such as tremor 

and stiffness and non-motor symptoms such as cognitive impairment. Depression, among 

non-motor symptoms, occurs most frequently in patients with Parkinson’s disease, and it 

has been reported that one out of two patients with Parkinson’s disease suffers from it 

[5,6]. Although depression was frequently reported in patients with Parkinson’s disorder, 

the Global Parkinson’s Disease Survey Steering Committee (2002) [7] indicated that only 

1% of them recognized that they had depression. To make it worse, depressive symptoms 

are similar to the symptoms of dementia such as apathy, as well as the symptoms of Par-

kinson’s disease such as attention deficit, lethargy, and sleep disorder. As a result, it is 

difficult for caregivers of Parkinson’s disease patients to detect depression early. Conse-

quently, it is an important health issue in primary health care to detect and prevent de-

pression in Parkinson’s disease patients as soon as possible. 

Recently, machine learning such as SVM and random forest has been used as a 

method to identify predictors of Parkinson’s disease [8–10]. Among them, the stacking 

ensemble machine, which improves the accuracy by combining two or more single ma-

chine learning with a meta-model, can reduce the risk of bias that a single machine learn-

ing model can have [11]. Moreover, it has been confirmed that its accuracy is higher in 

predicting outcome variables [11]. Nevertheless, there are still not enough studies that 

predicted a disease using the stacking ensemble machine and medical data. This prelimi-

nary study used the stacking ensemble to explore major factors that could predict depres-

sion in patients with Parkinson’s disease and presented baseline data for developing a 

nomogram prognostic index for predicting high-risk groups for depression among pa-

tients with Parkinson’s disease in the future. 

2. Method 

2.1. Data Source 

It is a secondary data use study that analyzed Parkinson’s Disease Epidemiologic 

(PED) Data after receiving an approval (No. KBN-2019-1327) from the Distribution Com-

mittee and an approval (No. KBN-2019-005) from the Research Ethics Review Committee 

of the National Biobank of Korea and Korea Centers for Disease Control and Prevention. 

The design and administration of PDE data are described in detail elsewhere [8]. This 

study targeted 238 patients with Parkinson’s disease who were 65 years or older. 

2.2. Measurement 

Depression, an outcome variable, was divided into “with depression” and “without 

depression” using the Geriatric Depression Scale-30 (GDS-30). The explanatory variables 

were 35 variables including sociodemographic factors included in the PDE data, health 

behaviors (e.g., pack-years), environmental factors (e.g., pesticide exposure), medical his-

tory (e.g., diabetes), sleep behavior disorders, and motor symptoms related to Parkinson’s 

disease (e.g., late motor complications), and non-motor symptoms related to Parkinson’s 

disease (e.g., K-MoCA). 

2.3. Stacking Ensemble 

The stacking ensemble is a way to create a new model by combining different models 

as if stacking them in layers [12]. It is composed of two phases, base and meta [12]. This 

study used artificial neural network (ANN), random forest, naive bayes model, and Clas-

sification and Regression Trees (CART) as the base-model. Logistic regression (LR) algo-

rithm was applied to the meta-model. The regression algorithm is the simplest way to 

increase the reliability of the base-model while maximizing the stability of the model. Pre-

vious studies [11,13] have reported that it is less likely to overfit the training data. This 

study developed nine machine learning models (ANN, random forest, naive bayes, 
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CART, ANN+LR, random forest+LR, naive bayes+LR, CART+LR, and random forest+na-

ive bayes+CART+ANN+LR). The structure of the stacking ensemble analyzed in this 

study is presented in Figure 1. 

 

Figure 1. The structure of the stacking ensemble for prediction of depression in Parkinson’s disease. 

The predictive performance (e.g., accuracy) of each machine learning model was val-

idated through 10-fold cross-validation. Root-mean-square-error (RMSE), index of agree-

ment (IA), and variance of errors (Ev) were used as indices to evaluate predictive perfor-

mance. A lower RMSE means a higher accuracy of the predictive model. When IA is closer 

to 1, the model is more stable. A lower Ev is interpreted as a more stable model. 

3. Results 

3.1. General Characteristics of Subjects 

Among 238 subjects, 45.6% (108 subjects) had Parkinson’s disease with depression. 

The results of chi-square test showed that patients with Parkinson’s disease with depres-

sion and patients with Parkinson’s disease without depression had significantly (p < 0.05) 

different REM & RBD, K-MMSE, K-MoCA, Global CDR, Sum of boxes in CDR, Total score 

of UPDRS, Motor score of UPDRS, K-IADL, H&Y staging, and Schwab & England ADL. 

Figure 2 presents the scatterplot matrix of the motor symptom test and non-motor symp-

tom test results of patients with Parkinson’s disease. 
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Figure 2. The scatterplot matrix of the motor symptom test and non-motor symptom test results. 

3.2. Comparing the Predictive Performance of Base Model and That of Stacking Ensemble Model 

The predictive performance results (RMSE, IA, and Ev) of nine machine learning 

models for predicting Parkinson’s disease with depression are presented in Figures 3, 4 

and 5, respectively. The analysis results showed that the random forest+LR had the best 

predictive performance: RMSE = 0.16, IA = 0.73, and Ev = 0.48. 

 

Figure 3. The comparison of RMSE for nine machine learning models. 1 = random forest+LR; 2 = 

random forest+naive bayes+CART+ANN+LR; 3 = naive bayes+LR; 4 = ANN+LR; 5 = ANN+LR; 6 = 

random fores; 7 = naive bayes; 8 = ANN; 9 = CART. 
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Figure 4. The comparison of IA for nine machine learning models. 1 = random forest+LR; 2 = random 

forest+naive bayes+CART+ANN+LR; 3 = naive bayes+LR; 4 = ANN+LR; 5 = ANN+LR; 6 = random 

fores; 7 = naive bayes; 8 = ANN; 9 = CART. 

 

Figure 5. The comparison of Ev for nine machine learning models. 1. = random forest+LR; 2 = ran-

dom forest+naive bayes+CART+ANN+LR; 3 = naive bayes+LR; 4 = ANN+LR; 5 = ANN+LR; 6 = ran-

dom fores; 7 = naive bayes; 8 = ANN; 9 = CART. 

3.3. Exploring Major Predictors of Parkinson’s Disease with Depression 

This study analyzed the normalized importance of the random forest+LR model’s 

variables (the final model) and confirmed that K-MMSE, K-MoCA, Global CDR, Sum of 

boxes in CDR, Total score of UPDRS, Motor score of UPDRS, K-IADL, H&Y staging, 

Schwab & England ADL, and REM & RBD were ten major variables with high weight 
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among predictors of Parkinson’s disease with depression in South Korea. Among them, 

K-MMSE was the most important factor in the final model. 

4. Discussion 

This preliminary research was conducted to explore major predictors of Parkinson’s 

disease with depression using the stacking ensemble in order to develop a nomogram 

prognostic index for predicting a high-risk group for Parkinson’s disease in the future. 

This study compared the accuracy of depression predictive models targeting patients with 

Parkinson’s disease in South Korea using base-models and the stacking ensemble model. 

The results showed that the random forest+LR model, a stacking ensemble model, had the 

best predictive performance. In this study, the random forest+LR model showed higher 

accuracy than random forest+naive bayes+CART+ANN+LR including all base-models. It 

is difficult to clearly explain why this result was drawn. However, one possible explana-

tion is that overfitting might occur during the parallel stacking process when the base 

model and the meta-model did not go well. The stacking ensemble is an ensemble method 

to improve performance, and there is no specific algorithm. Therefore, more follow-up 

studies are needed on a specific algorithm of the stacking ensemble model showing the 

best predictive performance. 

Another finding of this study was K-MMSE, K-MoCA, Global CDR, Sum of boxes in 

CDR, Total score of UPDRS, Motor score of UPDRS, K-IADL, H&Y staging, Schwab & 

England ADL, and REM & RBD were found as major variables with high weight in the 

ensemble model of this study among the predictors of Parkinson’s disease with depres-

sion in South Korea. We will develop a nomogram prognostic index to predict high-risk 

groups for patients with Parkinson’s disease and depression based on the major predic-

tors of Parkinson’s disease with depression derived from this preliminary study. Further-

more, it is necessary to additionally develop interpretable machine learning to build a 

model for predicting depression of patients with Parkinson’s disease that can be used in 

the medical field. 
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