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Radiogra
phy

Alzheime
r / No 

Alzheime
r

Computer Assisted Diagnosis systems (CAD), using old-fashioned 
feature-engineered programmers and supervised learning to 

highlight abnormalities

Machine Learning

Deep Learning

Feature 
extraction 

by the 
scientist

Classificatio
n with a 

neural net
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Radiogra
phy

Alzheime
r / No 

Alzheime
r

Deep Learning (DL/AI), without old-fashioned feature-engineered 
programmers, without any knowledge in the field

Deep Learning

Automatic feature extraction 
+ Classification with a neural 

network



Gradient Descent optimization = Training a 
networkFind the best weights to minimize the error between predicted and database 

class
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J = error 
between 
prediction and 
observation
w, θ = weights



Fully-Connected Artificial Neural Networks
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Example: if the image has 1000 x 1000 
pixels, we need to use at least a hidden layer 
with 1 million neurons! This will create 
10^12 parameters (weights) to optimize!

• Extended training (spending more 
resources)

• Spatial correlation is local 



CNN = Convolutional Neural 
Networks
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Automatic feature extraction Classificatio
n

 Sharing of features in different parts of 
the images

 Less parameters to optimize, faster 
training

 No need for domain knowledge for 
feature extraction



Every image can be considered as a matrix of
pixel values. Consider a 5 x 5 image whose pixel
values are only 0 and 1 (note that for a grayscale
image, pixel values range from 0 to 255, the
green matrix below is a special case where pixel
values are only 0 and 1):

Also, consider another 3 x 3 matrix as shown
below:

Convolution = matrix element-wise 
multiplication & sum
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Then, the Convolution of the 5 x 5 image and the
3 x 3 matrix can be computed as shown in the
animation.
In CNN terminology, the 3×3 matrix is called a
‘filter‘ or ‘kernel’ or ‘feature detector’ and the
matrix formed by sliding the filter over the image
and computing the dot product is called the
‘Convolved Feature’ or ‘Activation Map’ or the
‘Feature Map‘. It is important to note that filters
acts as feature detectors from the original input
image.



The Pooling Step
Spatial Pooling (also called subsampling or downsampling) reduces the
dimensionality of each feature map but retains the most important information.
Spatial Pooling can be of different types: Max, Average, Sum etc.
In case of Max Pooling, we define a spatial neighborhood (for example, a 2×2
window) and take the largest element from the rectified feature map within that
window. In practice, Max Pooling has been shown to work better.
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AUTOMATIC ASSESSMENT OF ALZHEIMER’S 

DISEASE

DIAGNOSIS BASED ON DEEP LEARNING 

TECHNIQUES
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The workflow diagram of the study. Patients’ MRI scans were fed to a ResNet ANN in 
order to extract new features vectors and sex and age are concatenated to them. These 
vectors are separated into training data and test data. Test data is used for training an 
SVM model. Test data is used for evaluating trained SVM model goodness in
order to improve it.
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AUTOMATIC ASSESSMENT OF ALZHEIMER’S 

DISEASE

DIAGNOSIS BASED ON DEEP LEARNING 
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Source code:   https://github.com/TheMVS/DL_AD_mri_sex_age_stages
Docker image: 
https://hub.docker.com/r/themvs/dl_ad_mri_sex_age_stages



Free cloud computing
DL with Fastai and Google 

Colaboratory
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Code example: Medical images classifier using 
DL on Google Colaboratory
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In couple of minutes you can obtain a model classifier using DL for your medical images with an 
accuracy > 80%. The code is general for any image, you just create a folder for any class you need 

and change the path to this folder. 
This code is using a transfer learning using a pre-trained resnet34 network (trained by Google) 

and it is training only the fully-connected part (the convolutional blocks are frozen).
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