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Cristian Robert Munteanu

!Computer Science Faculty, University of A Coruna, 15071 A Coruiia, Spain.
‘Centro de Investigacion en Tecnologias de la Informacién v Las Comunicaciones (CITIC),
Campus de Elvifia s/n, 15071 A Corunia, Spain.

Biomedical Research Institute of A Coruiia (INIBIC),

University Hospital Complex of A Coruita (CHUAC), 15006 A Coruria, Spain.
‘IKERDATA S.L., ZITEK, University of Basque Country UPVEHU,

Rectorate Building, 48940 Leioa, Spain.

Abstract. This is the slideshow presentation of talk by Prof. Cristian R. Munteanu presented
as part of the NEURODAT 21 training program funded by IBRO-PERC Soft Skills Training
call of the International Brain Research Organization (IBRO) and the Pan-Europe Regional
Committee (PERC). NEURODAT 21 is devoted to promote soft skills on entry level medicine
and also STEMS area students interested on neurosciences. The talk includes two parts, part
1 focuses on Deep Learning models introduction and part 2 focuses on applications to
medical diagnosis in Neurosciences. In this first part the talk infroduces concepts as Deep
Leamning, Predictive Models, Attificial Intelligence, Neural Networks and Deep Neural
Networks. Language note: English-Spanish bi-lingual talk and English text.
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Machine Learning
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DL application in Alzheimer




MEDICAL ERRORS NATION'S
THIRD BIGGEST KILLER IN 2013

Heart disease 611,000
Cancer 585,000
Medicalerror [N 251,000
COPD = 149,000
Juicide - 41,000

Hrearm 34,000

Motor vehicle © 34,000

source: Martin Makary, Micnoel Daniel study ot Johns
Hopkins University school of Medicine

limSergent, USA TODAY .



Prediction model

Prediction = Mathematical = Complex
model formula function
K-(mput) Y- (output)
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Artificial Neuron
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Artificial Neural Network

(ANN)

Fully Connected Neur

Artificial Neuron
Mathematical Formula
OUtpUts = fnonlinear(flinear(inPUts'
weights))

INPUT HIDDEN OUTPUT
LAYER LAYER LAYER

Artificial Neural Network
Complex Mathematical
Formula
Nested Parametrized
Function
Outputs = f1(f2(f3(......)))
Distortion of spatial
dimensions!



Deep Neural Nets = Approximation Function
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Question: Is it
possible to create a

prediction model for

Answer: Yes, always! But it . -
Y this specific task?

depends on dataset, time,
computational power ...
Remember, it is a supervised
method! We need a dataset
and to train a model.




