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Abstract: In this work, a machine learning methodology is used to predict the progress of the gly- 12 

cemic values of six patients with diabetes. Eight different algorithms are compared i.e. ANN, PNN, 13 

Polynomial Regression, Gradient Boosted Trees Regression, Random Forest Regression, Simple Re- 14 

gression Tree, Tree Ensemble Regression, Linear Regression. The algorithms are classified based on 15 

the ability to minimize four statistical errors, namely: Mean Absolute Error, Mean Squared Error, 16 

Root Mean Squared Error, Mean Signed Difference. Following the analysis, an ordering of the algo- 17 

rithms by predictive efficiency is proposed. Data are collected within the “Smart District 4.0 Project” 18 

with the contribution of the Italian Ministry of Economic Development.  19 

Keywords: Machine Learning; Predictions; Telemedicine, ANN-Artificial Neural Network.  20 

 21 

1. Introduction 22 

In the following analysis the case of the use of machine learning algorithms for the 23 

prediction of the glycemic state of two patients is proposed. Through the analysis of the 24 

historical series detected with a frequency of 3 minutes it was possible to predict the future 25 

trend of the patients' glycemic status. However, to better choose the algorithms to be used 26 

for the prediction, a comparative analysis of eight different algorithms was carried out, 27 

i.e. ANN-Artificial Neural Network with Perceptron Multilayer, PNN-Probabilistic Neu- 28 

ral Network, Polynomial Regression, Gradient Boosted Trees Regression, Random Forest 29 

Regression, Simple Regression Tree, Tree Ensemble Regression, Linear Regression. The 30 

choice of the best performing algorithm was made considering both the value of the R- 31 

square and the ability to minimize also various statistical errors detected.  32 

The data that was processed was produced within a research project carried out by 33 

LUM Enterprise s.r.l. in collaboration with the company Noovle s.r.l. and financed by the 34 

Ministry of Economic Development of the Government of the Italian Republic. Specifi- 35 

cally, the objective of the research project was to monitor the health status of the bus driv- 36 

ers from a glycemic point of view to verify whether they had any problems that could 37 

cause damage to passengers during travel. The monitoring of the glycemic health status 38 

of the drivers was carried out using special detection devices capable of detecting the 39 

condition of the individuals observed every 3 minutes. Specifically, the analysis was con- 40 

ducted for two different patients synthetically indicated as patient A and patient B. The 41 

historical series of the data collected differs significantly for patient A and for patient B, 42 

in fact, while for patient A there are 243 observations in the case of patient B the observa- 43 

tions are about 13,204. 44 
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Thanks to the use of telemedicine systems, it is possible to assist the patient popula- 1 

tion by means of a set of remotely operating medical tools. The detected data can be ana- 2 

lyzed using DSS systems integrated with models of artificial neural networks also applied 3 

to the prediction of the values detected by patients [1] This prediction is useful for identi- 4 

fying critical elements such as to also foresee the intervention. In particular, the use of the 5 

artificial neural network-ANN with Multilayer Perceptron allows to realize the de-hospi- 6 

talization process thanks to the use of intelligent sensors oriented to the measurement of 7 

patient data [2]. The relevant data using telemedicine tools can also be integrated in the 8 

analysis of big data for the analysis of the state of health of patient population [3]. The 9 

solution is therefore efficient both for the individual analysis of the patient's health condi- 10 

tion and for the implementation of real health policies. 11 

Telemedicine platforms can be used both to monitor the physical condition of indi- 12 

vidual patients and to carry out overall analyzes of the reference population. Telemedicine 13 

platforms can therefore be used both for the specific objectives of medicine aimed at indi- 14 

vidual patients and for more general purposes aimed at solving public health issues [4]. 15 

The article continues as follows: the second paragraph contains “Machine Learning 16 

and Predictions” while the third paragraph concludes.  17 

2. Machine Learning and Predictions  18 

Eight different machine learning algorithms for predicting the glycemic status of six 19 

different diabetes patients are analyzed below. Predictions are made for each patient by 20 

identifying the most efficient algorithm based on the historical series of surveys. Specifi- 21 

cally, the 70% of the dataset has been used as learning rate while the remaining 30% is 22 

used for the prediction. The choice of the algorithm in terms of predictive efficiency is 23 

made based on the analysis of four different statistical errors. The Four statistical errors 24 

analyzed are: “Mean Absolute Error”, “Mean Squared Error”, “Root Mean Squared Error”, 25 

“Mean Signed Difference”.  26 

Patient A. In the case of Patient A the best predictor of the glycemic state is the Arti- 27 

ficial Neural Network-ANN algorithm with Perceptron Multilayer. Specifically, in the 28 

case of patient A the following order of algorithms in terms of prediction is proposed:  29 

• Artificial Neural Network-ANN with a payoff equal to 7; 30 

• Polynomial Regression with a payoff equal to 7;  31 

• Gradient Boosted Trees Regression with a payoff equal to 14; 32 

• Random Forest Regression with a payoff equal to 16;  33 

• Simple Regression Tree with a payoff equal to 18; 34 

• Tree Ensemble Regression with a payoff equal to 23;  35 

• Linear Regression with a payoff equal to 27;  36 

• Probabilistic Neural Network-PNN with a payoff equal to 32.  37 

 38 

Figure 1. Machine Learning Algorithms to Predict the Glycemic Status of Patient A. 39 

In this case the Artificial Neural Network-ANN with Multilayer Perceptron has the 40 

following parameters: the maximum number of iterations is equal to 100, the number of 41 

hidden layers is equal to 1, the number of hidden neurons per layer is equal to 10. Since 42 

the value of threshold is equal to 150, as it can be viewed in the Figure 2, the glycemic 43 
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status of the patient A is essentially under the critical level of 150. The algorithm predicts 1 

a level of the glycemic status for the patient A lower than the threshold of 150.  2 

 3 

Figure 2. Machine Learning Algorithms to Predict the Glycemic Status of Patient A. 4 

Patient B. In the case of Patient B the best predictor of the glycemic state is the Prob- 5 

abilistic Neural Network-PNN. In the case of the patient B the choice of the best predictor 6 

is realized through either the maximization of the R-Squared, either the minimization of 7 

the four statistical errors indicated. Specifically, in the case of patient B the following order 8 

of algorithms in terms of prediction is proposed: 9 

• Probabilistic Neural Networks-PNN with a payoff equal to 6;  10 

• Simple Regression Tree with a payoff equal to 13;  11 

• Gradient Boosted Trees Regression and Random Forest Regression with a pay- 12 

off equal to 19;  13 

• Linear Regression with a payoff equal to 27;  14 

• Tree Ensemble Regression and Artificial Neural Network-ANN with a payoff 15 

equal to 28;  16 

• Polynomial Regression with a payoff equal to 40. 17 

 18 

Figure 3. Synthesis of the Main Results of Machine Learning Algorithms for the Prediction of the 19 
Glycemic Status of the Patient B. 20 

As we can see from the Figure 4 the glycemic status of patient B is generally over the 21 

level of 150 that is considered the threshold. Effectively especially in the second part of 22 

the historical data the glycemic status of the patient B has overcome the threshold level. 23 

The prediction shows the presence of value that are very closed to the threshold level 24 

with some maximum in which the patient B exceeds the threshold values.  25 
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Figure 4. Time Series and Patient Prediction B. 2 

There are many differences between the dataset of the patient A and the dataset of 3 

the patient B. Specifically, the dataset of patient A is composed of 243 observations that 4 

are timely consecutive while the dataset of the patient B is composed of 13204 discontin- 5 

ued observations. The analysis shows that the Artificial Neural Network-ANN with Mul- 6 

tilayer Perceptron is more efficient in respect to PNN-Probabilistic Neural Network in the 7 

prediction applied to smaller and more timely coherent datasets. On the other hand, the 8 

PNN-Probabilistic Neural Network has a better performance in prediction in the case of 9 

larger and timely discontinued datasets.  10 

The confrontation between the value of the prediction of patient A and the value of 11 

the prediction of patient B is presented in the Figure 5 and shows that for both the patients 12 

the level of the glycemic status is under the threshold level. The following equation has 13 

been used to de-normalize data 𝒚 = 𝒚′ ∗ 𝒔𝒕𝒅𝒆𝒗(𝒚) +𝒎𝒆𝒂𝒏(𝒚) [5] where y’ is the pre- 14 

dicted value and y is the value in the input dataset.  15 

But for the case of Patient B there is a risk greater than that of the Patient A as showed 16 

in the mean, median and maximum level.  17 

 18 

Figure 5. Metrics Characteristics of the Predicted Values for Patient A and Patient B. 19 

As we can see from data in Figure 5, patient B has worse level of glycemic status in 20 

respect to patient B. And, in the prediction of the glycemic state of health of patient B there 21 

are data very close, and in some cases higher than the threshold values.  22 
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Figure 6. KNIME workflows of the Artificial Neural Network-ANN with Multilayer Perceptron. 2 

Figure 6 shows the 4 phases of the creation of a machine learning algorithm with 3 

predictive capability based on the Artificial Neural Network-ANN with Multilayer Per- 4 

ceptron. As can be seen from Figure 6 there are four phases: 5 

• Data: consists of a single KNIME node which has the function of reading the data 6 

entered in the Excel format; 7 

• Preprocessing: consists of a group of 3 different KNIME nodes. The first node 8 

consists of "Column Filter" and is a node in which it is possible to select the col- 9 

umns of interest through which to carry out the prediction activity. The second 10 

node consists of "Normalizer" and it is a node that compresses data in the range 11 

from 0 to 1. The third node consists of "Partitioning" and is a node in which the 12 

data is divided into two different groups: 70% is used for the training of the 13 

neural network while the remaining 30% is used for the actual prediction; 14 

• Machine Learning and predictions: is the central part of the data analysis process 15 

aimed at predictions and consists of two nodes. The first known is "RProp MLP 16 

Learner" is used for neural network training. It has hyperparameters that can be 17 

modified according to the analytical needs and which, however, in the analyzed 18 

case were used in the basic version. The second node of KNIME is "Multi- 19 

layerPerceptron Predictor" and is the node containing the real data prediction. 20 

• Score: the last phase consists of the "Numeric Scorer" node which allows to eval- 21 

uate the predictive efficiency of the neural network through the analysis of both 22 

the R-square and the statistical errors. 23 

3. Conclusions 24 

In this article, eight different machine learning algorithms were used to predict the 25 

health status of two patients with blood glucose. The choice of the best predictor among 26 

the eight algorithms was made considering the performance of the algorithms in terms of 27 

maximization of the R-square and minimization of statistical errors. Subsequently, the 28 

metric characteristics of the series were analyzed to verify the trend of the performance 29 

status of both patient A and patient B. Finally, the structure of the artificial neural network 30 

used was analyzed in detail with an indication of the various KNIME nodes used. for 31 

prediction. 32 

The use of machine learning algorithms for prediction makes it possible to identify 33 

the critical elements in the health management of patients with diabetes can also have a 34 

life-saving impact on the monitored patients. 35 
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