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Abstract.   

 

Computers can analyze information faster than people but cannot make decisions. Computers of today are 

acquiring machine learning techniques to enhance analysis and prediction. These techniques enable expert 

assistance systems and enhance computer decision-making. Machine learning algorithms are assisting medical 

professionals in making rapid diagnoses thanks to their successful classification and diagnostic capabilities. 

Machine learning may be effective and is used more frequently in cancer diagnosis. The second most common 

disease in the world and the main reason for death among women is breast cancer. Like other malignancies, 

early identification of breast cancer lowers mortality. Machine learning techniques assist in diagnosing breast 

cancer, which calls for specialized human knowledge. With machine learning, computers can swiftly identify 

patterns in complex and large data sets. Due to these qualities, machine learning is frequently used to detect 

breast cancer. 
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Introduction  

 
Although modern computers can digest information more quickly than people, they are less capable 

of making decisions. Because of this, several machine-learning approaches have been created and are 

still being created to help computers do better analyses and reach better conclusions. The data may be 

used to extract meaning and make predictions using a variety of approaches, including clustering, 

classification algorithms, decision trees, and artificial neural networks [1]. With their adequate 

capacities for categorization and diagnosis, machine learning methods are used more often to assist 

medical practitioners in diagnosing illnesses.  

 

The leading cause of cancer-related mortality among women globally, particularly those 

between the ages of 40 and 49, is breast cancer [2]. With 12.6% of the 1*.1 million cancer cases 

discovered worldwide in 2020, it is the second most common cancer kind after lung cancer. The breast 

tissue, particularly in the milk ducts and glands, manifests as tiny tumors or lumps. The mass is 

benign if it is smooth and has distinct edges, whereas it is malignant or cancer-risky if it has rough 

borders and a rough structure [3]. Breast cancer early identification is crucial for lowering the 

mortality rate, just as it is for all other forms of cancer. Breast cancer diagnosis and diagnosis based on 

test findings need specialist human understanding. A breast cancer diagnosis has been successfully 

studied using evolving machine-learning approaches [4].  

Machine learning is a subfield of artificial intelligence that includes a variety of statistical, 

probabilistic, and optimization approaches. Learning from past data helps computers rapidly find 
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patterns in complicated and massive data sets. Machine learning is often employed in cancer 

detection and treatment because of this capability [5]. Every year, 1.38 million brand-new instances of 

breast cancer are reported. While several research is being undertaken to aid in identifying breast 

cancer, the application of machine learning methods in the clinical area, particularly for cancer 

diagnosis, is growing. Clustering, artificial neural networks, support vector machines, fuzzy and 

artificial fuzzy logic, and hybrid approaches are often utilized in breast cancer detection, even though 

various machine learning algorithms are used [6].  

Materials and Methods  

. 
Cancer develops when cells divide without proper regulation, resulting in the formation of lumps 

that are referred to as tumors. Both benign and malignant types of tumors exist. Malignant tumors 

have a high growth rate, which causes them to occupy surrounding tissue and cause harm to it. A 

possible indicator of breast cancer is an abnormality in breast tissue and a change in breast form or 

skin color. Early detection is essential in treating breast cancer, as it is with all other forms of the 

disease. In this investigation, which took place at the public dataset “CBIS-DDSM: Breast Cancer 

Image Dataset – Kaggle” for research purposes that included 600 samples with breast cancer results. 

These samples were shared with other researchers [7]. The information was then categorized using 

five distinct machine learning models and put to the test after being arbitrarily separated into a 

training set of 70% and a test set of 30%. An experiment was made between the test achievements of 

the classifiers K Nearest Neighbor – KNN, using Python, models were developed and put through 

their paces [8]. 

The mean, standard deviation, worst-case scenario, and maximum value are additional 

properties that may be inferred from these features. Based on these findings, a diagnostic class with 

the letters B (benign) and M (malignant) is established, designating whether the tumor is benign or 

malignant. The 600 data points, 300 falls into the benign category and 300 into the malignant category. 

K Nearest Neighbor (KNN): Class is a model that enables classifying a point from those that 

have already been categorized following the estimated number of K nearest points. The Euclidean 

distance is often used while determining the locations nearest to one another. Depending on the data 

being examined, a different ideal K value may be chosen. Large K values lessen the separation of the 

borders between the classes while lessening the noise impact on the classification [9]. 

The data set had 600 samples, of which 70% were used for training and the remaining 30% for 

testing. Random selection was used to choose the samples for each purpose. After the training process 

was finished, the classification accuracy was assessed using the test data. The proportion of it 
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correctly predicted when the test classes and the classes created by the system are compared indicates 

the overall accuracy of the categorization performed by the system. There is a thorough analysis of 

four possible outcomes in the classified dataset: True positives are defined as the first positive sample 

being correctly recognized as positive (TP) [10-11]. 

On the other hand, a false negative (FN) is when the initial positive sample is mistakenly 

labeled as unfavorable while the original negative sample is damaging. When correctly classified, it is 

known as a true negative (TN); when the first negative sample is mistakenly labeled as positive, it is 

known as a false positive (FP). The confusion matrix is the matrix that shows all of these various 

circumstances [12]. 

Results and Discussion  

 K Nearest Neighbor – KNN 

 Time taken to build the model: 0.38 seconds 

 Test mode: 70 %Training, and 30% Testing  

 

Table 1: KNN Classifier Summary 
“Total Number of Instances” 600  

“Correctly Classified Instances” 568 94.6667 % 

“Incorrectly Classified Instances” 32             5.3333 % 

“Kappa statistic” 0.8933  

“Mean absolute error” 0.053  

“Root mean squared error” 0.2275  

“Relative absolute error” 10.5958 %  

“Root relative squared error” 45.5021 %  

 

 

Table 2: KNN Classifier Detailed Accuracy  
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 

0.953    0.060    0.941      0.953   0.947      0.893    0.974      Normal 

0.940     0.047    0.953      0.940    0.946       0.893    0.977     Abnormal 

0.947 0.053 0.947 0.947 0.947 0.893 0.975 Weighted Avg. 
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Table 3: Confusion Matrix result using KNN Classifier 

Classified as A B 

A = Normal 286 14 

B = Abnormal  18 282 

 

 

Figure 1: Accuracy of Dataset using KNN Classifier 

Conclusions  

 
In the classification produced by K Nearest Neighbor (KNN) models, 30% of the total data set, 

samples, were used for testing purposes. The model was trained using the remaining 70%. After 

going through the testing process, it was found that the logistic regression model, which had an 

accuracy level of 94.66%, had the best degree of success. Computers may develop the capacity to 

make independent decisions by analyzing human experts' information via machine learning 

techniques. As a result, experts begin to serve as a support system and can provide more potent 

results as learning data quantity and diversity increase. 
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