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Abstract: CBIR (Content Based Image Retrieval) is a crucial domain, mainly in the last decade, due 11 

to the increased need for image retrieval from the multimedia database. In general, we extract low- 12 

level (colour, texture, and shape) or high-level features (when we include machine learning tech- 13 

niques) from the images. In our work, we compare the CBIR system using three algorithms based 14 

on machine learning, i.e., SVM (Support Vector Machine), KNN (K Nearest Neighbors) and CNN 15 

(Convolution Neural Networks) algorithms using Corel 1K,5K,10K databases, by dividing the data 16 

into 80% train data and 20 % test data. Also, compare each algorithm’s accuracy and efficiency when 17 

a specific task of image retrieval is given to it. The final outcome of this project will provide us with 18 

a clear vision of how effective deep learning, KNN and CNN algorithms are to finish the task of 19 

image retrieval. 20 

Keywords: Content Based Image Retrieval, Convolution Neural Networks, Deep Learning. 21 

 22 

1. Introduction 23 

1.1. Image Retrieval 24 

The explosive growth of digital images in recent years has led to the development of image 25 

retrieval systems. Image retrieval systems enable the browsing, searching, and retrieval of 26 

images from a large database of digital images. Traditional methods of image retrieval include 27 

the addition of metadata such as captioning, keywords, titles, or descriptions to images, which 28 

can be used for retrieval. To address this challenge, extensive research has been done on 29 

automatic image annotation. 30 

In addition to traditional methods, the development of social web applications and the semantic 31 

web has inspired the creation of web-based image annotation tools. There are several search 32 

methods for image retrieval, including image meta search, content-based image retrieval 33 

(CBIR), and image collection exploration. CBIR utilizes computer vision to retrieve images 34 

based on similarities in their contents, such as textures, colors, and shapes, to a user-supplied 35 

query image or user-specified image features, thereby avoiding the use of textual descriptions. 36 

It is important to understand the scope and nature of image data to determine the complexity 37 

of the image search system design. The design is also influenced by factors such as the diversity 38 

of the user base and expected user traffic for a search system. Along this dimension, search data 39 
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can be classified such as archives, domain-specific collections, enterprise collections, personal 1 

collections, and web collections. 2 

 3 

1.2. Content-Based Image Retrieval 4 

Content-based image retrieval (CBIR) is the application of computer vision techniques to the 5 

image retrieval problem, which is the challenge of searching for digital images in large 6 

databases. CBIR is also known as query by image content (QBIC)[1]. CBIR is opposed to 7 

traditional concept-based approaches that rely on metadata such as keywords, tags, or 8 

descriptions associated with the image. The search analyses the contents of the image rather 9 

than its metadata, and the term "content" in this context may refer to colours, shapes, textures, 10 

or any other information that can be derived from the image itself. 11 

CBIR is desirable because searches that rely purely on metadata are dependent on annotation 12 

quality and completeness, and humans manually annotating images by entering keywords or 13 

metadata in a large database can be time-consuming and may not capture the desired keywords 14 

to describe the image. However, CBIR systems have challenges in defining success, just like 15 

keyword image search, which is subjective and not well-defined. QBIC (Query by Image 16 

Content) was the earliest commercial CBIR system developed by IBM, and recent network and 17 

graph-based approaches have presented simple and attractive alternatives to existing methods. 18 

As the interest in CBIR has grown due to the limitations inherent in metadata-based systems 19 

and the large range of possible uses for efficient image retrieval, efforts in the CBIR field have 20 

started to include human-centred design that meets the needs of users, including user-friendly 21 

interfaces. The first CBIR systems were developed to search databases based on image colour, 22 

texture, and shape properties, but now many other attributes are used. Nonetheless, standards 23 

developed to categorize images still face scaling and miscategorization issues. 24 

CBIR has been used in several fields, such as satellite images[2], remote sensing, medical 25 

imaging[3], fingerprint scanning ([4], [5]) and biodiversity information systems. Overall, this 26 

research paper aims to explore content-based image retrieval, including its methods, techniques, 27 

and applications. The paper will also discuss current research efforts, challenges, and future 28 

directions for CBIR. 29 

2. Methodology 30 

The proposed CBIR (Content-Based Image Retrieval) system with machine learning consists of an 31 

offline and online phase. In the offline phase, the system extracts feature vectors using Local Patterns 32 

methods for all images in the database, labels 60-70% of images from each class [6], and trains a ma- 33 

chine learning classifier (e.g., SVM, KNN, CNN) [7] to predict class names for each feature vector. In 34 

the online phase, the user inputs a query image, its feature vector is calculated using LNP (Local Neigh- 35 

bour Pattern), and the machine learning classifier predicts the class name. The system retrieves images 36 

from the same class in the offline phase using Euclidean distance calculations and presents the top K 37 

results to the user. Three datasets were used to test the system: Corel 1K (1000 images with 10 classes 38 

of 100 images each), Vistex (640 images of size 512x512), and Faces (40 classes, each with 10 images 39 

of size 112x92 pixels, showing variations in lighting, facial details, and expressions). 40 
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Figure 1. CBIR Architecture 2 

2.1 Calculating the Co-Occurrence Matrix 3 

Suppose the input image has Nc and Nr pixels in the horizontal and vertical direc- 4 

tions respectively. Assume Zc={1,2,…, Nc} is a horizontal space domain and 5 

Zr={1,2,…, Nr} is a vertical space domain. When the direction θ and distance d are 6 

given, the matrix element P(i,j/d,θ) can be expressed by calculating the pixel loga- 7 

rithm of co-occurrence grey levels i and j. Assume the distance is 1, θ equals 0°, 45°, 8 

90°, 135° respectively, the formulae are:  9 

P(i,j/1,0)=#{[(k,l),(m,n)]∈(Zr×Zc)|k−m|=0,|l−n|=1,f(k,l)=i,f(m,n)=j}               (1)   10 

P(i,j/1,90)=#{[(k,l),(m,n)]∈(Zr×Zc)|k−m|=1,|l−n|=0,f(k,l)=i,f(m,n)=j}              (2) 11 

P(i,j/1,45)=#{[(k,l),(m,n)]∈(Zr×Zc)(k−m)=1,(l−n)=−1or(k−m)=−1,(l−n)=1,f(k,l)=i,f(m,n)=j} 12 

                                                                        (3) 13 

P(i,j/1,135)=#{[(k,l),(m,n)]∈(Zr×Zc)(k−m)=1,(l−n)=1or(k−m)=−1,(l−n)=−1,f(k,l)=i,f(m,n)= 14 

j}                                                                       (4) 15 

where, k,m and l,n represent changes of selected calculating windows, and # repre- 16 

sents pixel logarithm which establishes brackets. 17 

2.2 Extracting Texture Features 18 

The colour image will be converted to a grey-scale image by formula 7, the number 19 

of the grey scale is 256.  20 

                          Y=0.29×R+0.587×G+0.114×B                      (5) 21 

where Y is the grey-scale value. R, G, and B represent red, green and blue compo- 22 

nent values respectively. Because the grey scale is 256, the corresponding co-occur- 23 

rence matrix is 256×256. The grey scale of the initial image will be compressed to 24 

reduce calculations before the co-occurrence matrix is formed. 16 compression levels 25 

were chosen in the paper to improve the texture feature extracting speed. Four co- 26 

occurrence matrices are formed according to formula 3 to formula 6 in four direc- 27 

tions. The four texture parameters are calculated: capacity, entropy, moment of iner- 28 

tia and relevance.  For an image li and its corresponding feature vector 29 

Hi=[hi,1,hi,2,…,hi, N], assume the feature component value satisfies a Gaussian dis- 30 

tribution. The Gaussian normalization approach is used to implement internal nor- 31 

malization in order to make each feature of the same weight.  32 

                              hi,j′=hi,j−mjσj                              (6) 33 

where mj is mean and σj is the standard deviation. hi,j will be unitized on a range 34 

[−1,1]. The texture feature of each image is calculated according to the above steps. 35 
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The texture values are compared by Euclidean distance, the closer the distance the 1 

higher the similarity. 2 

3. Results and Discussion 3 

The performance of the proposed retrieval system is evaluated on each query using 4 

average precision. The area under precision for each query can be calculated by 5 

Equation (2), where the precision is the ratio of the number of relevant images 6 

retrieved to the total number of images retrieved. 7 

Precision = 
𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕 𝒊𝒎𝒂𝒈𝒆𝒔−𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅 𝒊𝒎𝒂𝒈𝒆𝒔

𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅 𝒊𝒎𝒂𝒈𝒆𝒔
                                        (7) 8 

In this Proposed method, three different types of databases area used and three 9 

types of techniques are used. Here the query images (k) is fixed at 8. Figure 2,3,4 10 

shows the retrieved images in an animal database and the accuracy of the image 11 

with respect to the searched image is shown below the respective image. 12 

 13 
Figure 2. Retrieved animal images 14 

 15 
                                  Figure 3. Retrieved bus images 16 
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 1 
Figure 4. Retrieved Dinosaur images 2 

 3 
Figure 5. CNN Accuracy Output 4 

 5 
Figure 6. KNN Accuracy Output   6 

 7 

 8 
Figure 7. SVM Accuracy Output 9 

 10 

 11 

Figure 5,6,7 shows the average accuracy results of pixel and histogram accuracy both 12 

with respect to the algorithm used. 13 

 14 

 15 

 16 

 17 
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Table 1. Accuracy of Algorithms using 3 Databases 2 

Algorithm  Corel 1k  Animal  Dinosaur  

KNN  60%  60%  60%  

CNN  50%  50%  50%  

SVM  80%  80%  80%  

 3 

Table 1 shows the experimental results of images retrieved depending upon the accu- 4 

racy of the algorithm in which the CNN technique has the least 50% and KNN has 5 

60% and SVM has 80%. 6 

 7 

4. Conclusion 8 

After a survey of the previous CBIR works, the paper explored the low-level features 9 

of colour and texture extraction for CBIR. After comparing the three types of algo- 10 

rithms (KNN, CNN, SVM) with 3 different databases (Corel 1k, Animal, dinosaur), 11 

the paper implemented a CBIR system using colour and texture fused features. Simi- 12 

lar images can be retrieved quickly and accurately by inputting a query image. Also, 13 

the above works discuss the calculation of the accuracy of each algorithm with all the 14 

3 databases and conclude that the CNN algorithm has 50% accuracy with all three 15 

databases, the KNN algorithm has 60% accuracy with all three databases, the SVM 16 

algorithm has 80% accuracy with all the three databases and so finally we came to a 17 

conclusion that SVM is the best suit algorithm among the three algorithms with an 18 

accuracy of 80%. 19 

 20 

More low-level features such as shape and spatial location features etc. will be fused 21 

to make the system more robust in the future. The image feature matching method 22 

and semantic-based image retrieval are the other two important aspects of the CBIR 23 

system. 24 

 25 
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