
 

 
 

 

 
Med. Sci. Forum 2023, 3, x. https://doi.org/10.3390/xxxxx www.mdpi.com/journal/msf 

Proceeding Paper 

Artificial Intelligence as an Emerging Tool for Cardiologists † 

Łukasz Ledziński * and Grzegorz Grześk 

Department of Cardiology and Clinical Pharmacology, Faculty of Health Sciences, Collegium Medicum in 

Bydgoszcz, Nicolaus Copernicus University in Toruń, Ujejskiego 75, 85-168 Bydgoszcz, Poland; 

email1@email.com 

* Correspondence: 503345@doktorant.umk.pl 

† Presented at the 2nd International Electronic Conference on Biomedicines, 1–31 March 2023; Available online: 

https://ecb2023.sciforum.net. 

Abstract: In the world of data, there is an urgent need to find ways to extract knowledge and infor-

mation for improving patient care. Artificial intelligence (AI) is an emerging tool that has the poten-

tial to provide cardiologists with new insights and knowledge. The healthcare industry has already 

begun digital transformation for vast reams of data (Big Data) that are generated in routine clinical 

practice. AI has the potential to make a significant impact on healthcare by improving the efficiency 

of clinical care, providing personalized treatment and identifying new disease biomarkers. Machine 

learning (ML) and deep learning (DL) are AI techniques that utilize large data sets and computa-

tional power for analysis and decision making. There are 3 main ML techniques: supervised learn-

ing, unsupervised learning and reinforcement learning. Another functional AI service that has been 

presented is natural language processing (NLP) and it’s applicable for analysing patient documen-

tation. The scope of AI workflow, the most often used algorithms and performance metrics have 

been explained. The explainable artificial intelligence (XAI) has a prominent potential to be a useful 

tool for clinicians, as it provides full transparency into an AI model’s decision-making process and 

few applications were reviewed. The challenges and limitations of AI in cardiology have been dis-

cussed for both ethical, methodical and legal issues. Furthermore, the successful establishment of 

good practices towards the right development and deployment of automated ML-based systems 

will ensure a regulatory framework for strengthening the trust in AI/ML-based clinical decision 

support systems. 
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1. Introduction 

There is a growing need for finding a new approach to handle the increasing amount 

of data being collected in various industries, especially in healthcare. The International 

Data Corporation reported a hundreds of healthcare data generated in 2013, and the 

amount is expected to rapidly grow in the near future. With the rate of increase, it’s pro-

jected to reach a zettabyte scale soon [1]. The healthcare industry generates a large amount 

of information, and digital transformation is already underway, with patient information 

being stored in Electronic Medical Records (EMR) [2]. The volume of healthcare data is 

growing rapidly, including data from healthcare professionals, wearable sensors and ap-

plications focused on improving therapy adherence. The health data is complex and char-

acterized by high volume, velocity, veracity, and variety—making it difficult to handle 

with simple methods. Artificial intelligence (AI) has the potential to revolutionize the 

healthcare system, having already made a significant impact in molecular chemistry and 

drug discovery [3]. AI includes systems that can learn and make decisions, and machine 

learning (ML) is a subpart of AI that can develop systems that learn from retrospective 

data, creating classification, clustering, or regression models. Machine learning is already 

being used in screening and diagnostic models and can help interpret results and make 
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more personalized clinical decisions [4–6]. In comparison to traditional statistics, ML is 

more scoped on developing automated clinical decision systems than scoring systems [7–

9]. 

2. What Is AI? 

The process of obtaining a machine learning model starts by defining the objective 

and gathering data from various sources to create a large dataset. The data is then pre-

pared by removing any missing values or unnecessary information, followed by exploring 

and splitting the data. The next step is to train the model using this data and then tune its 

hyperparameters, followed by testing and validation. The first step in the machine learn-

ing process is to identify the problem and determine what type of input data is available, 

which features are targeted, and what type of problem it is. Gathering data from EMR and 

curating it can be time-consuming and challenging. Exploratory data analysis is important 

to understand any correlations, associations, patterns, and trends in the data. 

It’s important to understand the three main types of machine learning (ML) before 

starting to build models: supervised learning, unsupervised learning, and reinforcement 

learning. In supervised learning, a model is generated using labeled data with a known 

outcome of interest for the training set. The model adjusts weights until it fits for classifi-

cation or regression. Classification analysis focuses on assigning a class to each object, 

such as determining if a patient has a disease. The output of a classification model is typ-

ically nominal. On the other hand, regression models typically have continuous output 

that can be used, for example, to estimate the likelihood of a disease. Cross-validation 

must be performed after the learning process to ensure that the model is not underfitting 

or overfitting. An underfitting model will not accurately predict or classify unseen data 

and training data, while an overfitting model is ideal for training data but cannot perform 

accurately on unknown data [10]. The workflow for implementing artificial intelligence is 

shown in Figure 1. 

The unsupervised learning process involves utilizing unlabeled data to uncover pat-

terns and group similar data points together through clustering or anomaly detection, 

which is commonly applied in the field of medicine. Reinforcement learning, on the other 

hand, involves training the algorithm on dynamic data and constantly adjusting it to im-

prove the results by trial and error, with the goal of achieving the maximum reward. 

 

Figure 1. AI project—from idea to model implementation. 
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Comparison of various models needs to be based on metric that identify how good 

is model in solving a problem. Performance metrics are different for classification and 

regression. Principal metrics and their descriptions are listed in Table 1. 

Table 1. Performance metrics. 

Performance metric Description 

Classification 

Precision (PPV) 
The fraction of objects correctly classified as positive among all posi-

tive classified 

Sensitivity (TPR)/Recall 
The fraction of objects correctly classified as positive that were cor-

rectly classified 

Accuracy 
The fraction of objects correctly classified as positive and objects cor-

rectly classified as negative that were correctly classified 

F1 score The harmonic mean of precision and recall 

Specificity (TNR) 
The fraction of objects correctly classified as negative that were cor-

rectly classified 

Receiver Operating Characteristic curve 
The curve between recall (Y-axis) and = False Positive Rate = 1-specific-

ity (X-axis) 

Area Under the Curve ROC Evaluates the overall quality of the model 

Regression 

Mean absolute error (MAE) 
The mean of the absolute difference between the actual and predicted 

values in a dataset 

Mean squared error (MSE) 
The mean squared error between the predicted and actual values in a 

dataset 

Root mean squared error (RMSE) Square root of MSE  

Coefficient of determination R2 The proportion of variance explained by the model 

3. Natural Language Processing 

Natural language processing (NLP) is an important feature of artificial intelligence 

that is widely used in medicine. NLP enables the automatic analysis and representation 

of human language using computational methods. The versatility of NLP in medicine 

ranges from text classification and information extraction to search engines, enabling ef-

fective use of clinical notes. Another aspect of NLP is the use of speech recognition and 

question answering to develop chatbots for patients [11]. Combining NLP with ML meth-

ods provides an opportunity to extract valuable insights from large amounts of unstruc-

tured text in EMR data, which can be used to create a clinical decision-making support 

system, diagnostic tool, or recommendation system based on a search engine for scientific 

papers. 

4. AI Applications in Cardiology 

4.1. Supervised learning 

Supervised learning has proven to be useful in cardiovascular medicine for various 

applications [12,13]. Artificial neural networks (ANN) have been used for ECG interpre-

tation to identify life-threatening arrhythmias [14]. Another significant research was made 

by training a subtype of ANN—convolutional neural network (CNN) on paired 12-lead 

electrocardiography (ECG) and echocardiography data to identify patients with ventric-

ular dysfunction, achieving an accuracy of 85.7% [15]. Echocardiography data was also 

used to train another CNN model to detect regional wall motion abnormalities, achieving 

a result similar to that of cardiologists [16]. In addition, decision trees have been used for 

classification between patients with different types of atrial fibrillation [17]. There has 

been developed a support vector machine (SVM) model to detect the severity of mitral 

regurgitation by analyzing 2D echocardiography video with high sensitivity (99.38%), 
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specificity (99.63%), and accuracy (99.45%) [18]. A study comparing AI applications for 

diagnosing acute coronary syndrome found that SVM outperformed ANN, Naïve Bayes-

ian and logistic regression [19]. LogitBoost, a variation of decision trees, was used by re-

searchers to predict mortality in patients with coronary artery disease, outperforming the 

standard Framingham risk score [20]. Machine learning algorithms have been shown to 

be better than conventional statistical models for predicting readmission and mortality in 

heart failure patients [21]. AI can also be used to identify predictors of acute coronary 

syndrome events or to diagnose pulmonary arterial hypertension [22–24]. 

4.2. Unsupervised Learning 

Unsupervised learning is mainly employed for tasks such as grouping, clustering, 

and dimensionality reduction. Researchers utilized hierarchical clustering to predict the 

effect of β-blocker therapy on heart failure patients based on their left ventricular ejection 

fraction [25]. In another study, unsupervised learning algorithms were applied to combine 

standard clinical parameters and echocardiographic images to create a more clinically in-

terpretable classification of a diverse group of heart failure patients and identify those 

who are more likely to respond to treatment [26]. Treatment personalization based on 

AI/ML models could be a chance for extending life of patients. It would be crucial for rare 

and lethal diseases. Although unsupervised learning is less widely used than supervised 

learning, it has found applications in automating the analysis of EMR or genetic data [27]. 

4.3. Reinforcement Learning 

In cardiology, reinforcement learning has had limited applications, but it has poten-

tial for personalizing therapy based on a patient’s characteristics. Although the SARSA 

(state-action-reward-state-action) reinforcement learning algorithm was used to deter-

mine the dose of dofetilide, based on negative consequences of unsuccessful initiation 

[28]. Another scientists developed a high-performing and robust method for detecting an-

atomical landmarks in real-time [29]. 

4.4. Natural Language Processing 

NLP is primarily a method for making unstructured text data readable for machines. 

Although there are numerous applications of NLP outside of healthcare, such as chatbots 

and search engines, there is potential for more research in the field due to the improve-

ment in algorithm performance seen from incorporating unstructured data. NLP can be 

used as an efficient tool for testing peripheral arterial disease based on clinical narrative 

notes and outperformed billing code algorithms with a sensitivity of 91.2%, specificity of 

92.5%, and accuracy of 91.8% [30]. Additionally, researchers found that merging clinical 

and demographic features with narrative data from the EMR can greatly improve the ef-

ficiency of the model when using NLP [31]. Using NLP in medical studies may also reduce 

misclassifications by providing additional information found only in EMR. 

4.5. Explainable AI 

Increasing concerns about the safety, responsibility and reliability of AI/ML-base sys-

tems developed for healthcare industry leads to a heightened focus on explainable AI 

(XAI). Due to that there is primarily usage of supervised learning and employment of 

unsupervised learning for tasks like reducing dimensions, clustering and identifying re-

lationships between observations. Oncologists highlight error of IBM Watson for Oncol-

ogy. Application created for suggesting cancer treatments was trained on unrealistic and 

biased data which weren’t labeled based on guidelines and evidence-based medicine 

what cause many incorrect recommendations in the therapy for patients [32–34]. It’s im-

portant to realize that medical mistakes made by human doctor affect a limited number 

of patients, while a flawed AI model could impact the majority of community. XAI pro-

vides insights into how the AI makes decisions, including the strengths and weaknesses 
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of the program, the reasoning behind a specific decision, and the specific criteria used to 

make decisions. To address the challenge of explainability, new technologies like Grad-

CAM (Gradient-weighted Class Activation Mapping) and SHAP (SHapley Additive ex-

Planations) algorithms are being developed [35–37]. XAI algorithm combined with gradi-

ent tree boosting was applicated in research on development a model predicting pulmo-

nary hypertension based on EMR [38]. 

5. Legal, Ethical and Methodological Issues 

There is a need for official international requirements for the deployment of AI mod-

els in medicine. There are already some guidelines, but many questions remain unre-

solved. The use of AI in medicine can help overcome some limitations, but it also presents 

challenges related to the algorithm/model and data. The most important algorithm-re-

lated problems are standardization, reproducibility, explainability, and legal/ethical re-

sponsibility for patient outcomes. The World Health Organization has written ethical 

guidance for AI in healthcare [39]. 

One of the main challenges related to data in the deployment of AI in medicine is the 

acquisition and safety of the data. The transfer of patient identifiable EHR without per-

mission, as seen in the case of Royal Free London NHS Foundation Trust and Google Deep 

Mind, has raised public trust concerns [40]. European regulations on data protection and 

privacy are well established with the General Data Protection Regulation [41]. Another 

challenge is data quality, and it is crucial to develop international EHR registries that are 

robust, transparent, trustworthy, and verifiable. There also needs to be a solid and fre-

quently checked security system before full AI implementation to prevent hacking and 

ensure patient safety. Recent research has revealed vulnerabilities in AI healthcare sys-

tems and the FDA has issued warnings about the vulnerability of medical devices to 

cyberattacks [42–44]. 

6. Discussion 

The use of AI in medicine is crucial for improving patient outcomes and reducing 

physician burnout, as well as facilitating the clinical decision-making process, especially 

in the treatment of rare and lethal diseases. AI is seen as a complement to traditional forms 

of care, with the potential to improve diagnostic accuracy and provide personalized ther-

apy. However, it also has some disadvantages and pitfalls that must be considered, and it 

is important to be aware of these when using AI-based technology in medicine [45]. 

Author Contributions: Conceptualization, Ł.L. and G.G.; writing—original draft preparation, Ł.L.; 

writing—review and editing, G.G.; visualization, Ł.L.; supervision, G.G.; funding acquisition, G.G. 

All authors have read and agreed to the published version of the manuscript. 

Funding: This research received no external funding. 

Conflicts of Interest: The authors declare no conflict of interest. 

References 

1. Reinsel, D.; Gantz, J.; Rydning, J. The Digitization of the World from Edge to Core; 2018. 

2. Stanford Medicine 2017 Health Trends Report Harnessing the Power of Data in Health; 2017. 

3. Badura, A.; Krysiński, J.; Nowaczyk, A.; Buciński, A. Application of artificial neural networks to prediction of new substances 

with antimicrobial activity against Escherichia coli. J. Appl. Microbiol. 2020, 130, 40–49. https://doi.org/10.1111/jam.14763. 

4. Brajer, N.; Cozzi, B.; Gao, M.; Nichols, M.; Revoir, M.; Balu, S.; Futoma, J.; Bae, J.; Setji, N.; Hernandez, A.; et al. Prospective and 

External Evaluation of a Machine Learning Model to Predict In-Hospital Mortality of Adults at Time of Admission. JAMA Netw. 

Open 2020, 3, e1920733. https://doi.org/10.1001/jamanetworkopen.2019.20733. 

5. Pieszko, K.; Hiczkiewicz, J.; Budzianowski, P.; Budzianowski, J.; Rzeźniczak, J.; Pieszko, K.; Burchardt, P. Predicting Long-Term 

Mortality after Acute Coronary Syndrome Using Machine Learning Techniques and Hematological Markers. Dis. Markers 2019, 

2019, 1–9. https://doi.org/10.1155/2019/9056402. 



Med. Sci. Forum 2023, 3, x 6 of 7 
 

 

6. Pieszko, K.; Hiczkiewicz, J.; Budzianowski, J.; Musielak, B.; Hiczkiewicz, D.; Faron, W.; Rzeźniczak, J.; Burchardt, P. Clinical 

applications of artificial intelligence in cardiology on the verge of the decade. Cardiol. J. 2021, 28, 460–472. 

https://doi.org/10.5603/cj.a2020.0093. 

7. D'Ascenzo, F.; De Filippo, O.; Gallone, G.; Mittone, G.; Deriu, M.A.; Iannaccone, M.; Ariza-Solé, A.; Liebetrau, C.; Manzano-

Fernández, S.; Quadri, G.; et al. Machine learning-based prediction of adverse events following an acute coronary syndrome 

(PRAISE): a modelling study of pooled datasets. Lancet 2021, 397, 199–207. https://doi.org/10.1016/s0140-6736(20)32519-8. 

8. Alaa, A.M.; Bolton, T.; Di Angelantonio, E.; Rudd, J.H.F.; van der Schaar, M. Cardiovascular disease risk prediction using auto-

mated machine learning: A prospective study of 423,604 UK Biobank participants. PLoS ONE 2019, 14, e0213653. 

https://doi.org/10.1371/journal.pone.0213653. 

9. De Bacquer, D.; Ueda, P.; Reiner, .; De Sutter, J.; De Smedt, D.; Lovic, D.; Gotcheva, N.; Fras, Z.; Pogosova, N.; Mirrakhimov, E.; 

et al. Prediction of recurrent event in patients with coronary heart disease: the EUROASPIRE Risk Model—Results from a Pro-

spective Study in 27 Countries in the WHO European  Region - The EURObservational Research Programme (EORP) of the 

European Society of Cardiology (ESC). Eur. J. Prev. Cardiol. 2020, 29, 328–339. https://doi.org/10.1093/eurjpc/zwaa128. 

10. What Is Overfitting? IBM. Available online: https://www.ibm.com/cloud/learn/ (accessed on 10 October 2022). 

11. Laranjo, L.; Dunn, A.; Tong, H.L.; Kocaballi, A.B.; Chen, J.; Bashir, R.; Surian, D.; Gallego, B.; Magrabi, F.; Lau, A.Y.; et al. 

Conversational agents in healthcare: a systematic review. J. Am. Med Informatics Assoc. 2018, 25, 1248–1258. 

https://doi.org/10.1093/jamia/ocy072. 

12. Johnson, K.W.; Soto, J.T.; Glicksberg, B.S.; Shameer, K.; Miotto, R.; Ali, M.; Ashley, E.; Dudley, J.T. Artificial Intelligence in 

Cardiology. J. Am. Coll. Cardiol. 2018, 71, 2668–2679. https://doi.org/10.1016/j.jacc.2018.03.521. 

13. Itchhaporia, D. Artificial intelligence in cardiology. Trends Cardiovasc. Med. 2020, 32, 34–41. 

https://doi.org/10.1016/j.tcm.2020.11.007. 

14. Feeny, A.K.; Chung, M.K.; Madabhushi, A.; Attia, Z.I.; Cikes, M.; Firouznia, M.; Friedman, P.A.; Kalscheur, M.M.; Kapa, S.; 

Narayan, S.M.; et al. Artificial Intelligence and Machine Learning in Arrhythmias and Cardiac Electrophysiology. Circ. Arrhyth-

mia Electrophysiol. 2020, 13. https://doi.org/10.1161/circep.119.007952. 

15. Attia, Z.I.; Kapa, S.; Lopez-Jimenez, F.; McKie, P.M.; Ladewig, D.J.; Satam, G.; Pellikka, P.A.; Enriquez-Sarano, M.; Noseworthy, 

P.A.; Munger, T.M.; et al. Screening for cardiac contractile dysfunction using an artificial intelligence–enabled electrocardio-

gram. Nat. Med. 2019, 25, 70–74. https://doi.org/10.1038/s41591-018-0240-2. 

16. Kusunose, K.; Abe, T.; Haga, A.; Fukuda, D.; Yamada, H.; Harada, M.; Sata, M. A Deep Learning Approach for Assessment of 

Regional Wall Motion Abnormality From Echocardiographic Images. JACC Cardiovasc. Imaging 2019, 13, 374–381. 

https://doi.org/10.1016/j.jcmg.2019.02.024. 

17. Luongo, G.; Azzolin, L.; Schuler, S.; Rivolta, M.W.; Almeida, T.P.; Martínez, J.P.; Soriano, D.C.; Luik, A.; Müller-Edenborn, B.; 

Jadidi, A.; et al. Machine learning enables noninvasive prediction of atrial fibrillation driver location and acute pulmonary vein 

ablation success using the 12-lead ECG. Cardiovasc. Digit. Health J. 2021, 2, 126–136. https://doi.org/10.1016/j.cvdhj.2021.03.002. 

18. Moghaddasi, H.; Nourian, S. Automatic assessment of mitral regurgitation severity based on extensive textural features on 2D 

echocardiography videos. Comput. Biol. Med. 2016, 73, 47–55. https://doi.org/10.1016/j.compbiomed.2016.03.026. 

19. Berikol, G.B.; Yildiz, O.; Ö zcan, I.T. Diagnosis of Acute Coronary Syndrome with a Support Vector Machine. J. Med. Syst. 2016, 

40, 1–8. https://doi.org/10.1007/s10916-016-0432-6. 

20. Motwani, M.; Dey, D.; Berman, D.S.; Germano, G.; Achenbach, S.; Al-Mallah, M.H.; Andreini, D.; Budoff, M.J.; Cademartiri, F.; 

Callister, T.Q.; et al. Machine learning for prediction of all-cause mortality in patients with suspected coronary artery disease: 

a 5-year multicentre prospective registry analysis. Eur. Hear. J. 2016, 38, 500–507. https://doi.org/10.1093/eurheartj/ehw188. 

21. Kakadiaris, I.A.; Vrigkas, M.; Yen, A.A.; Kuznetsova, T.; Budoff, M.; Naghavi, M. Machine Learning Outperforms ACC/AHA 

CVD Risk Calculator in MESA. J. Am. Hear. Assoc. 2018, 7, e009476. https://doi.org/10.1161/jaha.118.009476. 

22. Kanwar, M.K.; Gomberg-Maitland, M.; Hoeper, M.; Pausch, C.; Pittrow, D.; Strange, G.; Anderson, J.J.; Zhao, C.; Scott, J.V.; 

Druzdzel, M.J.; et al. Risk stratification in pulmonary arterial hypertension using Bayesian analysis. Eur. Respir. J. 2020, 56, 

2000008. https://doi.org/10.1183/13993003.00008-2020. 

23. Zhu, F.; Xu, D.; Liu, Y.; Lou, K.; He, Z.; Zhang, H.; Sheng, Y.; Yang, R.; Li, X.; Kong, X.; et al. Machine learning for the diagnosis 

of pulmonary hypertension. Kardiologiia 2020, 60, 96–101. https://doi.org/10.18087/cardio.2020.6.n953. 

24. Kwon, J.-M.; Kim, K.-H.; Medina-Inojosa, J.; Jeon, K.-H.; Park, J.; Oh, B.-H. Artificial intelligence for early prediction of pulmo-

nary hypertension using electrocardiography. J. Hear. Lung Transplant. 2020, 39, 805–814. 

https://doi.org/10.1016/j.healun.2020.04.009. 

25. Karwath, A.; Bunting, K.V.; Gill, S.K.; Tica, O.; Pendleton, S.; Aziz, F.; Barsky, A.D.; Chernbumroong, S.; Duan, J.; Mobley, A.R.; 

et al. Redefining β-blocker response in heart failure patients with sinus rhythm and atrial fibrillation: a machine learning cluster 

analysis. Lancet 2021, 398, 1427–1435. https://doi.org/10.1016/s0140-6736(21)01638-x. 

26. Cikes, M.; Sanchez-Martinez, S.; Claggett, B.; Duchateau, N.; Piella, G.; Butakoff, C.; Pouleur, A.C.; Knappe, D.; Biering-Sørensen, 

T.; Kutyifa, V.; et al. Machine learning-based phenogrouping in heart failure to identify responders to cardiac resynchronization 

therapy. Eur. J. Hear. Fail. 2018, 21, 74–85. https://doi.org/10.1002/ejhf.1333. 

27. Shomorony, I.; Cirulli, E.T.; Huang, L.; Napier, L.A.; Heister, R.R.; Hicks, M.; Cohen, I.; Yu, H.-C.; Swisher, C.L.; Schenker-

Ahmed, N.M.; et al. An unsupervised learning approach to identify novel signatures of health and disease from multimodal 

data. Genome Med. 2020, 12, 1–14. https://doi.org/10.1186/s13073-019-0705-z. 



Med. Sci. Forum 2023, 3, x 7 of 7 
 

 

28. Levy, A.E.; Biswas, M.; Weber, R.; Tarakji, K.; Chung, M.; Noseworthy, P.A.; Newton-Cheh, C.; Rosenberg, M.A. Applications 

of machine learning in decision analysis for dose management for dofetilide. PLoS ONE 2019, 14, e0227324. 

https://doi.org/10.1371/journal.pone.0227324. 

29. Ghesu, F.-C.; Georgescu, B.; Zheng, Y.; Grbic, S.; Maier, A.; Hornegger, J.; Comaniciu, D. Multi-Scale Deep Reinforcement Learn-

ing for Real-Time 3D-Landmark Detection in CT Scans. IEEE Trans. Pattern Anal. Mach. Intell. 2017, 41, 176–189. 

https://doi.org/10.1109/tpami.2017.2782687. 

30. Afzal, N.; Sohn, S.; Abram, S.; Scott, C.G.; Chaudhry, R.; Liu, H.; Kullo, I.J.; Arruda-Olson, A.M. Mining peripheral arterial 

disease cases from narrative clinical notes using natural language processing. J. Vasc. Surg. 2017, 65, 1753–1761. 

https://doi.org/10.1016/j.jvs.2016.11.031. 

31. Ashburner, J.M.; Chang, Y.; Wang, X.; Khurshid, S.; Anderson, C.D.; Dahal, K.; Weisenfeld, D.; Cai, T.; Liao, K.P.; Wagholikar, 

K.B.; et al. Natural Language Processing to Improve Prediction of Incident Atrial Fibrillation Using Electronic Health Records. 

J. Am. Hear. Assoc. 2022, 11, e026014. https://doi.org/10.1161/jaha.122.026014. 

32. Ross, C.; Swetlitz, I.; Hogan, A.; Stat, / I IBM’s Watson Supercomputer Recommended “Unsafe and Incorrect” Cancer Treatments, 

Internal Documents Show; 2017. 

33. Topol, E.J. High-performance medicine: the convergence of human and artificial intelligence. Nat. Med. 2019, 25, 44–56. 

https://doi.org/10.1038/s41591-018-0300-7. 

34. Amann, J.; Blasimme, A.; Vayena, E.; Frey, D.; Madai, V.I. Explainability for artificial intelligence in healthcare: a multidiscipli-

nary perspective. BMC Med. Inform. Decis. Mak. 2020, 20, 310. https://doi.org/10.1186/s12911-020-01332-6. 

35. Wang, K.; Tian, J.; Zheng, C.; Yang, H.; Ren, J.; Liu, Y.; Han, Q.; Zhang, Y. Interpretable prediction of 3-year all-cause mortality 

in patients with heart failure caused by coronary heart disease based on machine learning and SHAP. Comput. Biol. Med. 2021, 

137, 104813. https://doi.org/10.1016/j.compbiomed.2021.104813. 

36. Knapič, S.; Malhi, A.; Saluja, R.; Främling, K. Explainable Artificial Intelligence for Human Decision Support System in the 

Medical Domain. Mach. Learn. Knowl. Extr. 2021, 3, 740–770. https://doi.org/10.3390/make3030037. 

37. Neves, I.; Folgado, D.; Santos, S.; Barandas, M.; Campagner, A.; Ronzio, L.; Cabitza, F.; Gamboa, H. Interpretable heartbeat 

classification using local model-agnostic explanations on ECGs. Comput. Biol. Med. 2021, 133, 104393. 

https://doi.org/10.1016/j.compbiomed.2021.104393. 

38. Kogan, E.; Didden, E.-M.; Lee, E.; Nnewihe, A.; Stamatiadis, D.; Mataraso, S.; Quinn, D.; Rosenberg, D.; Chehoud, C.; Bridges, 

C. A machine learning approach to identifying patients with pulmonary hypertension using real-world electronic health records. 

Int. J. Cardiol. 2022, 374, 95–99. https://doi.org/10.1016/j.ijcard.2022.12.016. 

39. World Health Organization. Ethics and Governance of Artificial Intelligence for Health; WHO: Geneva, Switzerland, 2021; ISBN 

9789240029200. 

40. Morley, J.; Taddeo, M.; Floridi, L. Google Health and the NHS: overcoming the trust deficit. Lancet Digit. Health 2019, 1, e389. 

https://doi.org/10.1016/s2589-7500(19)30193-1. 

41. GDPR General Data Protection Regulation, Complete Guide to GDPR Compliance. Available online: https://gdpr.eu/ (accessed 

on). 

42. FDA Warns Patients and Health Care Providers about Potential Cybersecurity Concerns with Certain Medtronic Insulin Pumps. 

FDA. Available online: https://www.fda.gov/news-events/press-announcements/fda-warns-patients-and-health-care-provid-

ers-about-potential-cybersecurity-concerns-certain (accessed on 15 October 2022). 

43. Tabasum, A.; Safi, Z.; AlKhater, W.; Shikfa, A. Cybersecurity Issues in Implanted Medical Devices. In Proceedings of the 2018 

International Conference on Computer and Applications (ICCA), Beirut, Lebanon, 2018; pp. 1–9. https://doi.org/10.1109/co-

mapp.2018.8460454. 

44. Finlayson, S.G.; Chung, H.W.; Kohane, I.S.; Beam, A.L. Adversarial Attacks Against Medical Deep Learning Systems. arXiv 2018. 

https://doi.org/10.48550/arxiv.1804.05296. 

45. Scott, I.; Carter, S.; Coiera, E. Clinician checklist for assessing suitability of machine learning applications in healthcare. BMJ 

Heal. Care Inform. 2021, 28, e100251. https://doi.org/10.1136/bmjhci-2020-100251. 


