
Different models, above 300,000, have been developed using the three

algorithms with different hyperparameter combinations. The criterion used to

select the best model for each algorithm is the highest accuracy value for the

validation phase. Accordingly, the table shows the best models for each

algorithm.

According to the statistical data shown in the table above, it can be said that the

RF model presented the highest accuracy and kappa values in the validation

and training phase, presenting an accuracy of 76.5% for the validation phase.

The SVM model follows closely with high values in these two phases but

showing the best accuracy for the testing phase (80.5%). The ANN model

presents the worst adjustments in terms of accuracy in all phases.

It can be concluded that the three normalized models were suitable to

determinate the species of Silene L., nevertheless, it is the SVM model the

approach that presents a better accuracy for previously unseen samples.

Therefore, these kind of machine learning models could be a necessary tool in

taxonomy of Silene L. seeds.
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METHOD

The identification of key morphological features, especially seeds, remains very

useful in Silene taxonomy, since some Silene species have been considered an

interesting source of nutraceutical compounds due to their medicinal properties

including anti-enzymatic, antioxidant, and antimicrobial effects [1]. In fact,

recognition of taxonomic groups based on seed morphology contributes to a

better understanding of the diversity and identification of these species.

Machine learning allows computer systems to learn automatically from

experience without having to be explicitly programmed [2]. These kind of

approaches could be interesting to evaluate their performance on identifying

Silene L. species using seeds' morphological data obtained from literature.

Therefore, the aim of this study is to use three different machine learning

algorithms, random forest (RF), support vector machine (SVM) and artificial

neural network (ANN), such as innovative methodologies to evaluate their

effectiveness to identify Silene L. seeds using the data reported in the research

carried out by Martín-Gómez et al. [3].

T V Z

Model Accuracy Kappa Accuracy Kappa Accuracy Kappa

RF 1.000 1.000 0.847 0.842 0.765 0.758

SVM 0.966 0.965 0.834 0.829 0.805 0.799

ANN 0.954 0.952 0.790 0.784 0.755 0.747

The database from Martín-Gómez et al. (2022) [3] contains 8 input variables

based on the geometric seeds data (perimeter, length, width, area, aspect ratio,

circularity, solidity and roundness) for the lateral view and another 8 for the

dorsal view of the seeds. Therefore, 16 input variables were used to identify the

seed’s specie (variable to predict).

The database was randomly divided into three groups: 50% (for training, T),

30% (for validation, V) and 20% (for testing, Z). Data used were normalized to a

range [-1,1].

RF models were created using the following hyperparameter combinations:

number of trees (ranging from 1 to 100 using 99 steps), maximal depth (ranging

from 1 to 100 using 99 steps), criterion (gini index, information gain, gain ratio

and accuracy), pruning (true and false), pre-pruning (true and false) and voting

strategy (majority and confidence). In the case of SVM models, the

hyperparameters were SVM types (C-SVC and nu-SVC), gamma (between

around 3·10−5 and 8 in 18 steps), C (between around 3·10−2 and 32768 in 20

steps) and nu (between 0.1 and 0.2 in 4 steps). Regarding ANN models, two

hyperparameters were used: training cycles (ranging from 1 to 131,072 in 17

steps) and decay (true or false). The hidden neurons were stablished in the

interval 1 to 2n+1 (being n the input variables).

The statistical parameters accuracy and kappa were employed to evaluate the

performance of the models developed with the different algorithms.

All machine learning models were created using the RapidMiner Studio

Educational 10.2.000 version (RapidMiner GmbH).

Three different machine learning-based algorithms were developed to evaluate

their performance to identify Silene L. seeds.

Regarding the obtained results, it can be said that the models developed

presented good performance with the internal data, with accuracy values

ranging between 0.790 and 1.000. In addition, these models also showed a

good generalization capacity with the external data, showed accuracy values

between 0.755 and 0.805.

Future work could attempt to improve these results by using other combinations

of hyperparameters or using different models.
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