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Abstract:With the close combination of modernization and digitalization, the industrial Internet13
has been upgraded in an all-round way. In recent years, safety accidents of industrial control14
system (commonly known as industrial automation) system software have occurred from time to15
time. The vulnerability of the endogenous security of industrial production communication16
protocol is one of the key reasons for the software security accidents of industrial automation17
system. IDS (Intrusion Detection System) is a kind of network security technology. It can monitor18
the activities in the network through port scanning, network traffic analysis and so on, and19
identify the possible intrusion behavior. By detecting abnormal activities in the network, we can20
detect possible intrusion behaviors, so as to detect and prevent network security attacks in time.21
But the intrusion detection and Defense Technology in traditional information technology can not22
be applied to industrial automation system software immediately. Therefore, according to the23
characteristics of industrial automation system software, this paper studies the intrusion detection24
technology suitable for industrial automation system software, uses haqspo algorithm to improve25
elm and SVM, and obtains ICs intrusion detection entity model based on improved elm and ICs26
intrusion detection entity model based on Improved SVM. Finally, compared with QPSO, PSO27
and GA algorithms, the ICs intrusion detection entity model improved by haqspo algorithm has28
stronger main performance and can better meet the requirements of specific ICs for intrusion29
detection. According to the simulation results, the accuracy of ICs intrusion detection model30
composed of stacked classifiers is higher than that of single classifier model, while the false31
negative rate and false negative rate are lower than that of single classifier model.32

Keywords:Machine learning; Industrial automation; Safety data; Encryption authentication33

MSC:34

35

1. Introduction36
In order to cope with the increasingly severe ICS network threat situation, the37

traditional IT network security technology can not be immediately applied to industrial38
production scenarios, and there is an urgent need to formulate a reasonable security39
protection programme for industrial production scenarios. At this stage, the key to ICS40
network security technology is intrusion detection technology, intrusion detection41
technology and data encryption [1]. Intrusion detection is often regarded as the second42
security gate after the server firewall. It is an effective filler to the server firewall and is a43
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virus protection technique [2]. It is based on the collection of system software and online44
information content, and the analysis and development of that information content,45
which in turn assists the system software in detecting network intrusions and46
responding instantly [3]. Intrusion detection technology can not only test external47
attacks, the system can also effectively test internal attacks, is a set of security protection,48
detection, response in one of the virus protection technology [4]. In this paper, device49
learning method is used to construct intrusion detection entity model, which provides50
an effective solution for the security protection of ICS Internet.51

In this paper, the ELM algorithm is used in the application domain to practice the52
ICS intrusion detection data information after rough set feature approximation to get the53
ICS intrusion detection entity model based on ELM, and then the entity model is54
detected and the various performance parameters of the model are analysed.55

1.1. Extreme Learning Machine56
Traditional feedforward control neuron networks (e.g., BP) are used in many57

industries, but some of their original drawbacks limit their development trend.58
Feedforward control neuron networks mostly use gradient descent, but this method has59
the following three drawbacks:60
1. In order to better calibrate the weights and thresholds, gradient descent usually61

goes through several iterations, and reaching the goal will lead to too much practice62
time;63

2. The part that is easy to sink is the best;64
3. Most of the feedforward control neuron networks are characterised by the65

appropriateness of the choice of the learning rate, which is the only way to get good66
performance [5].67
If the learning rate is too large, it is likely to cause non-convergence in practice. If68

the learning rate is too small, the convergence will be slower. In order to better solve the69
shortcomings of the traditional feedforward control neuron network, Guo Juanjuan et al70
[6] people based on the theory of theoretical inverse matrix theory, through the Internet71
explicitly proposed a new single hidden layer feedforward control - ELM. the algorithm72
gives an arbitrary connection, the input weights of the keying layer and the hidden layer,73
as well as the thresholds of the nodes of the hidden layer in the subsequent exercises of74
the whole process do not need to be adjusted [7]. The only basic parameters that must be75
set by the algorithm are the hidden layer neurons, the optimal solution for the Internet76
can be obtained in one step, and the ELM has a stronger generalisation ability and faster77
learning and training than traditional neural networks using gradient descent (e.g. BP).78

A single hidden layer feedforward control neuron network consists of three parts,79
i.e., the typing layer, the hidden layer and the derived layer. Let the number of neuronal80
cells in the Internet typing layer be n, the number of neuronal cells in the hidden layer be81
m, and the number of neuronal cells in the derived layer be w. There are Q different82
training samples. The training samples are divided into input drainage matrix X and83
derived drainage matrix Y. The input drainage matrix X is:84
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The output matrix Y is:85
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The output T of the network is given by Fig. 1:86
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where g(·) is the activation function,   T
iibbbb 121 ,,   is the threshold of the87

hidden layer node,  is the input weight connecting the key-in layer to the hidden88
layer and β is the derived weight connecting the hidden layer to the input - output layer,89
And the actual way  and β are shown below.90

The output weights  can be expressed as:91
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The output weights β can be expressed as:92
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The output T of the network can also be expressed in the following equation:93

,TH  (6)

Where H is the output matrix of the implicit layer of the network and ,T is the94
transpose of the output T of the network, the specific form of H is as follows.95

The output matrix H of the implicit layer is:96
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When there exists an infinitely differentiable activation function g(·) in a random97
interval and the number of neurons in the hidden layer is equal to the number of98
samples in the training set, a random key-in weight and a hidden layer node Threshold99
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b, the feedforward control neuron network can approximate these Q training samples100
with zero bias, i.e:101
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In specific applications, the number of samples in the training set is usually very102
large, and the number of hidden layer neurons is usually lower than the number of103
samples in the training set, and an increase in the number of hidden layer neurons may104
prompt computation [8]. When an approximation of 0 deviation cannot be accomplished,105
an arbitrarily small deviation is given 0＞ , The training deviation of the feedforward106
control neuron network can be approximated as the error  , i.e:107

，TH 


 (10)

where H is the Moore-penrose generalised inverse of H.108
In general, the ELM algorithm key has the following four processes:109

1. Set the main parameters of ELM. Determine the number of neurons in the hidden110
layer, and arbitrarily give the input weights  and thresholds b of the hidden111
layer nodes.112

2. Select the activation functions for infinite differentiation, such as the S-function113
formula, sinusoidal function, and composite function.114

3. compute the derived drainage matrix H of the hidden layer from (Equation 7).115
4. compute the derived weights β from (Equation 10).116

1.2. Extreme Learning Machine Intrusion Detection Model for Industrial Control Systems117
The modelling of IDS was first explicitly proposed by Denning in 1987, but with the118

rapid development of IDS, many new IDS will no longer fully conform to the entity119
model, and IDS is too purposeful to be generalised [9]. The inter-application of systems120
in turn limits the development trend of IDS [10]. Therefore, Chen et al. explicitly121
proposed the CIDF entity model as shown in Figure 1 below:122

123
Figure 1. Generic Intrusion Detection Framework.124

In Fig. 1, the key function of the event generator is the collection of information125
content, including the content of information about the Internet, the client and the126
operating system, as well as their personal behaviours, suitable for providing data and127
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information in the subsequent solution [11]. The event parser is the key to the whole128
intrusion detection architecture and its main function is to analyse the collected data and129
check for any unusual individual behaviour and the main function of the response130
module is to respond to the results obtained from the event parser analysis [12]. If signs131
of intrusion are detected, it issues an alert and takes some mandatory personal actions132
such as disconnecting, changing file permissions, etc [13]. The event database query133
function stores the collected events for the intrusion detection system software to use134
when needed [14]. The main objective of the article is to conduct a scientific study on the135
event parser to make it clear and specific, and to explicitly propose an ELM-based entity136
model for ICS intrusion detection, including the industrial production data137
preprocessing control module, the ELM motion control module and its ELM detection138
control module. It is shown in Figure 2 below.139

140
Figure 2. ELM-based Intrusion Detection Model for ICS.141

1. Industrial production data preprocessing control module: the collected industrial142
production data information is preprocessed, including standardisation, normalisation143
and feature approximation of template identification, and then the preprocessed data144
information is divided into practice data information and data testing, which provides145
data information in accordance with the file format for the subsequent work.146

2. ELM exercise control module: according to the ELM algorithm for the exercise data147
information after the completion of the preparation process, according to the ELM to148
get the ICS intrusion detection entity model, which can distinguish between all normal149
personal behaviour and abnormal personal behaviour ICS in the behaviour. The purpose150
of intrusion detection [15].151

3. ELM detection and control module: the preprocessed data test is sent to the control152
module, according to the motion control module to obtain the ELMICS intrusion153
detection entity model, the data test is detected and the validity of the entity model is154
verified. In specific applications, the data information to be detected can be sent to the155
control module, and the intrusion detection entity model will be detected according to156
the detected data information to identify the presence of intrusive personal behaviour.157

2. Improvement of machine learning based intrusion detection algorithms for158
industrial control systems159

As mentioned above, the number of hidden layer neurons in ELM has been clarified160
through several laboratories, and the inputs of weights and thresholds of hidden layer161
nodes are likely to cause generalisation over the Internet. Therefore, an algorithm must162
be used to optimise the two main parameters, the key weights and the thresholds of the163
hidden layer nodes. For SVMs with a Gaussian kernel function, the classification feature164
penalises the appropriateness of the chosen values of the main parameter c and the165
kernel function parameter g. The main parameters c and g are specified using the grid166
search method, but the grid search method must analyse any point in the xml grid graph167
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for a longer period of time until the best main parameters are found [16]. Therefore, an168
algorithm must be used to optimise the main parameters c and g to reduce the training169
time. The paper explicitly proposes the HAQSPO algorithm to deal with the problem of170
improving the main parameters and then the best main parameters will be found to171
construct the intrusion detection entity model.172

2.1. Quantum particle swarm optimisation algorithm QPSO algorithm173
Jun Sun et al. explicitly proposed that the particles of this algorithm are174

characterised by quantum technology individual behaviour compared to the PSO175
algorithm. The algorithm uses a particle in quantum space to represent each individual176
and usually uses velocity and position to describe the particle. However, it is not177
possible to figure out both the efficiency and the position of the particle in quantum178
space [17]. In order to better describe a particle in quantum space, we choose to apply179
the wave function V to the description and then choose the Schrödinger equation to180
elucidate the particle. At this point, the Mmonte Carlo method (inverse transformation181
method) can be used to obtain the particle position upgrade formula. The formula is as182
follows:183

            tntxtCtatptx ididdiid /111  (11)

where xid (t+1) is the position of particle i in the d-dimension at the t+1st iteration;184
± is determined by the magnitude of μ, which is a random number co-distributed in the185
middle of (0, 1), and takes a negative sign when μ > 0.5, and takes a negative sign in all186
other cases; a is called the augmentation index, and it is the only performance indicator187
other than the size of the crowd management and the frequency of iteration; and pi (t) is188
an arbitrary portion of a particle at the tth iteration, the The calculation formula is as189
follows:190

          tpttpttp gddiddi   1 (12)

In Eq. pid is the best position of the individual and pgd is the best position of the191

population. d is the same value of µ chosen in Eq. 11, which are random numbers192

co-distributed in the middle of (0, 1). In Eq. (Eq. 11), C(t) is the best position of the mean,193
which is calculated as follows:194
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2.2. Hybrid adaptive quantum particle swarm optimisation algorithm195
In the middle and late iterations, the QPSO algorithm suffers from the problems of196

mature convergence and deep trapping due to low species diversity. To address this197
problem, the article explicitly proposes the HAQSPO algorithm, which includes the198
following three improvements: firstly, differential signalling countermeasures are199
applied to improve the release of any part of the particle, then responsive change control200
measures are used to manipulate the expansion exponent a, and finally, Levy sailing201
countermeasures are added to the upgrade of the particle part, which exploits the202
properties of Levy sailing countermeasures to improve the performance of the species203
[18].204
2.2.1. Improvements in particle random position updating205

The key feature of the DE algorithm is differential signalling confrontation. In the206
article, the DE/rand/1/bin differential signal confrontation is closely combined with the207
upgrade formula calculation of particle arbitrary part for improvement. The improved208
formula is calculated as follows:209
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In the formula,    tp dr0 ,    tp dr1 , and    tp dr2 are three different personal210

best positions chosen at random. Corpse is a factor for resizing pictures, inspired by the211
responsive weight value PSO algorithm. For the operation of the picture size adjustment212
factor, the main parameter corpse response is used in the article. Changing the formula213
in such a way that the formula is calculated as follows:214
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According to the references, the maximum and minimum values of the image size215
factor F in the DE algorithm are usually 0.9 and 0.4. f is the optimal individual fitness216
value, and favg and fmin denote the average fitness value and the minimum fitness217
value of the population, respectively. Since the main parameter F is adjusted with the218
change of particle fitness value, it is called the response of the main parameter.219
2.2.2. Improvements in parameter a control methods220

Changes in the main parameter a in Equation (2-1) immediately impair the221
individual behaviour of the particle. The manipulation of the main parameter a is222
usually chosen as a fixed value and linear normalisation method. Same as the223
manipulation of image size factor F, in this paper, the main parameter a is adjusted by224
using the responsive change control measure, which is calculated as follows:225
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The maximum and maximum values of amax and amin are taken in the equation226
respectively. Based on the scientific study of the control measures of the main parameter227
a in the references, it is found that the maximum and minimum values of a are chosen to228
be 1 and 0.5, respectively. the practical results are good.229
2.2.3. Improvements in particle position update230

Levy's navigation strategy is ideal for modelling the search for food by small231
animals in unfamiliar natural environments. It is a non-Gaussian stochastic process that232
combines frequent short-circuit partial retrieval and sometimes long-range global search233
[19]. In view of the characteristics of Levy nautical confrontation, many experts and234
scholars have added Levy nautical confrontation to the evolution equations of bionic235
intelligence algorithms, and achieved better practical results. Applying the Levy236
navigation path relation equation explicitly proposed by Mantegna:237

   /1/ vLevy  (17)

where the main parameter β is usually β = 1.5; the parameters µ and v are238

   2,2, 0~0~ vNvN   ，、， , respectively; and the standard deviations  and239

v of the normal distributions corresponding to the main parameters u and v are taken240

to satisfy Eq. (Eq. 18):241
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Substituting Eq. (Calculation 18) into Eq. (Calculation 17) yields the Levy sailing242
route. After adding the Levy sailing confrontation to the QPSO algorithm, the particle243
evolution equation becomes:244
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245
Where gbestid is the fraction of particles with the best fitness value in the246

population. The following is the implementation process of HAQSPO algorithm: Step1247
Reset the number of particle swarms, larger iteration frequency, and retrieve the248
position of each particle in the particle swarm in the indoor space and reset the optimal249
position of individual particles to the optimal position of today; Step2: Calculate the250
optimal position of the average of particle swarms by applying the formula (Eq. 13);251
Step3 Calculate the fitness value of the particles and calculate the global optimal position252
of the upgraded particles and global optimal position of the upgraded particles253
according to the minimum fitness criterion to calculate the individual optimal position254
of the upgraded particle and the global optimal position of the species; Step4: Apply the255
formula (Eq. 14) to measure the position of any point; Step5: Apply the formula (Eq. 19)256
to measure the new portion of the particle; Step6: Repeat Step2~Step5 until the set257
completion criterion is reached or a greater iteration frequency is reached.258

2.3. Intrusion Detection Algorithm for Industrial Control Systems Based on Optimised Extreme259
Learning Machine260

The hidden layer derived drainage matrix of the ELM is calculated based on the261
key-in weight values and thresholds of the hidden layer nodes. When these are pressed262
arbitrarily, some non-optimal key-in weight values and hidden layer nodes are likely to263
appear. The threshold value leads to the classification of ELM is prone to problems such264
as generalisation ability and suboptimal accuracy [20]. In order to better deal with this265
problem, the article chooses the HAQSPO algorithm to improve the ELM-based ICS266
intrusion detection model, i.e., the HAQSPO algorithm is chosen to find the optimal267
key-in weight values and the thresholds of the hidden layer nodes of the ELM, so as to268
calculate the resulting weight values. The steps to construct the NRS-HAQSPO-ELM269
intrusion detection model are as follows:270

Step1: Normalise the data and divide it into training and detection sets; Step2: Reset271
the number of particle swarms, the larger iteration frequency, and the position of each272
particle in the particle swarm, and reset the optimal position of the particle to Location;273
Step3: Apply the formula (Eq. 13) to compute the optimal position of the particle swarm274
mean; Step4: Take the ELM key-in weights value and the threshold of the hidden layer275
node as the improvement objective, and the fitness is opposite to the classification276
accuracy; Step5: Apply HAQSPO algorithm for iterative optimisation according to the277
minimum fitness rule to retrieve the individual optimal solution and the global optimal278
solution. Step6: Measure the specific position of any point and the new part of the279
particle; Step7: Repeat Step2~Step5 until the set criterion is reached or a greater iteration280
frequency is reached. Step8: Apply the searched optimal key-in weights and the281
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thresholds of hidden layer nodes to construct the ELM support vector machine model,282
and finally get the ICS intrusion detection model based on NRS-HAQSPO-ELM.283

2.4. Intrusion Detection Algorithm for Industrial Control Systems Based on Optimised Support284
Vector Machines285

The flow of ICS intrusion detection model construction based on286
NRS-HAQSPO-SVM is shown in Fig. 3.287

288
Figure 3. Flowchart of ICS intrusion detection construction based on NRS-HAQSPO-SVM.289

The whole model construction process is simply divided into three steps:290
1. Preparation and processing of data information: the data are typed with sample291

patterns, divided into training set and detection set, and normalised respectively,292
and then the field Rough set is applied for feature approximation;293

2. Optimisation of the main parameters of SVM is explicitly defined: the main294
parameters c and g of SVM are taken as the target of improvement, and295
classification accuracy under the 5-fold cross-validation is selected The opposite296
number as the fitness, use HAQSPO algorithm to find the best SVM main according297
to the iterative parameters, use the training set to practice and get the SVM model.298

3. Model testing: create a model with the best main parameters found and then test299
the model using the preprocessed testing set.300

3. Analysis of experimental results301
In order to better verify the practical effect of HAQPSO algorithm, the algorithm302

proposed in this paper and QPSO, PSO, GA algorithms to improve the ELM and SVM,303
respectively, before and after the construction of data based on ICS intrusion reduces the304
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respective application characteristics of the improvement of the detection model and305
basis of the ELM. Improve the ICS intrusion detection model of SVM and compare and306
analyse the test results. The main parameters that must be set for the HAQPSO307
algorithm are: the contraction expansion index cr is [0.5, 1], the range of values of the308
image size factor F is [0.4, 0.9], and the main parameter of Levy navigation is 1.5.The309
main parameters that are set for the HAQPSO algorithm and the other algorithms in the310
article are: a larger number of iterations of 50, and a crowd management size of 20.The311
search category for SVM is [0.001, 1000]. The number of hidden layer neurons in ELM is312
500 and the search category is [-1,1]. The retrieval dimension d is determined by the313
number of hidden layer neurons and the number of typed layer neurons. The calculation314
method is as follows:315

 1*  sddenNeuronNumberofHisddenNeuronNumberofHid (20)

The HAQPSO algorithm has the highest accuracy in optimising the ELM with316
98.54%, while the GA algorithm has the lowest accuracy with 97.88%. Regarding the317
convergence speed of the algorithms, the QPSO algorithm converges faster and can318
converge to the optimal value in the 15th generation; followed by the HAQPSO319
algorithm, which can converge to the optimal value in the 19th generation; and the GA320
algorithm converges slower. The different algorithms improve the fitness value of the321
whole process of SVM training by using the training set with reduced features to train322
the model [21].323

The HAQPSO algorithm has the highest optimisation accuracy of 99.11% for SVM,324
while the GA algorithm has the lowest accuracy of 98.25%. In terms of the convergence325
speed of the algorithms, the QPSO algorithm converged faster, with the best326
convergence in the 20th generation; the HAQPSO algorithm was the next best, with the327
best convergence in the 25th generation; and the GA algorithm had the best convergence.328
Compared with the unenhanced NRS-ELM model, the practical results of the329
NRS-HAQPSO-ELM model are improved to a certain extent, especially for the three330
types of data information of MSCI, MFCI and Dos, and the total area under the load of331
ROC curves is greatly improved from 0.73 to 0.94, 0.87 to 1, and 0.72 to 0.81, respectively,332
which indicates that the HAQPSO algorithm has a good effect on the improvement of333
NRS-ELM model and can find the appropriate key-in weights and thresholds of hidden334
layer nodes to improve the practical effect of detection [22-23]. Compared with the335
unenhanced NRS-SVM model, the practical effect of the NRS-HAQPSO-SVM model is336
improved to a certain extent, especially for the three types of data information, MSCI,337
MFCI, and Dos, the total area under the ROC curve network is greatly improved from338
0.82 to 0.94, from 0.88 to 1, and from 0.76 to 0.92, respectively and the HAQPSO339
algorithm improves the NRS-ELM model as well as the practical effect of HAQPSO The340
optimisation algorithm of the NRS-SVM model is good enough to find the appropriate341
main parameters c and g to improve the practical effect of the test [24]. In order to show342
the advantages of HAQPSO algorithm better and faster, the algorithm proposed in this343
paper is upgraded with QPSO, PSO and GA algorithms to ELM and SVM, respectively,344
with different data structures after applying feature reduction. The algorithm is345
optimised according to the ICS of ELM. The intrusion detection model and different346
boosting algorithms are optimised according to the SVM ICS intrusion detection model347
and simulation experiments are carried out. The results of performance parameters are348
shown in Fig. 4.349
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350
Figure 4. Comparison of performance metrics of ELM optimised by different optimisation351
algorithms.352
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353
Figure 5. Comparison of performance metrics of SVMs optimised by different optimisation354
algorithms.355

From Fig.4, it can be seen that compared to the unoptimised ELM based ICS356
Intrusion Detection Model, the optimised model of the optimisation algorithm has some357
improvement in detection accuracy, but the optimisation algorithm has to take a certain358
amount of time before it can enter the WEIGHT VALUE Optimised thresholds for the359
hidden layer nodes, thus increasing the practice time. In terms of accuracy, precision,360
recall and F1 metric values, HAQPSO algorithm is the largest, reaching 97.95%, 98.03%,361
97.99% to 97.92%, KW 97.25%, 97.42%, 97.3% and 97.21%, respectively. ; In terms of362
leakage rate and miss rate, the HAQPSO algorithm has only 0.5% and 1.1%, which is the363
least among all the algorithms. It indicates that compared with any given main364
parameters, the optimisation algorithm can not only find more suitable main parameters,365
but also improve the self-learning ability and generalisation ability of the model to a366
certain extent, and reduce the leakage rate and underreporting rate [25]. Among several367
optimisation algorithms, the HAQPSO algorithm has the best main performance. In368
terms of practice time and detection time, the HAQPSO algorithm consumes very less369
time and is only higher than the PSO algorithm. The results show that the HAQPSO370
algorithm is able to meet the efficient requirements for intrusion detection in specific371
industrial production scenarios to a certain extent compared to the QPSO, PSO and GA372
algorithms. As can be seen from Fig. 5, the optimised algorithm is based on the SVM ICS373
intrusion detection model. RESULTS AND OPTIMISATION Based on the ELM ICS374
intrusion detection model, the HAQPSO algorithm is significantly better than the other375
optimisation algorithms, and is only higher than the PSO algorithm at the level of376
practice time and detection time, which are only 2139.6629s and 0.0468 seconds, which is377
much smaller than the 3845.4461s of the grid search method at the level of practice time.378
However, the time required for the optimisation of the SVM-based ICS intrusion379
detection model also takes at least 1974.099s, which is still time-consuming compared to380
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the ELM-based ICS intrusion detection model [26]. The actual results of each381
optimisation algorithm are analysed based on the actual results of the data information382
of the eight attacks. Below is an example of optimising the ICS intrusion detection model383
based on SVM.The accuracy of NRS-HAQPSO-SVM for each method of attack detection384
is usually the greatest, especially in detecting MSCI and Dos attacks, which is385
significantly higher than the SVM intrusion detection model optimised by other386
algorithms.387

According to the data analysis of the above simulation experiment results, the388
HAQPSO algorithm is optimised based on the ELM ICS intrusion detection model,389
which greatly improves the actual detection effect; the HAQPSO algorithm is optimised390
based on the SVM ICS intrusion detection model, which not only reduces the practicing391
time, but also improves to a certain extent, compared to the SVM applying the network392
grid search method to retrieve main parameters the degree of practical effectiveness of393
the inspection.394

4. Conclusions395
In the field of machine learning, it is found that the classification accuracy of396

composition classifiers is usually higher than that of individual classifiers. In order to397
better improve the main performance characteristics of ICS intrusion detection models,398
the article explicitly proposes an ICS intrusion detection algorithm based on Stacking399
compositional classifiers. Optimised ELM, optimised SVM and XGBoost are first used as400
the base learning and training algorithm, followed by regression analysis algorithm. For401
the meta-learning algorithm, an ICS intrusion detection model is built which constitutes402
a Stacking-based classifier. Based on the comparison of simulation experiment results,403
the accuracy of the ICS intrusion detection model consisting of stacking classifiers is404
higher than that of the single classifier model, and the false-negative rate and the405
under-reporting rate are lower than that of the single classifier model.406
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