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Abstract: The evolution of smart grids (SG) is rapid and ubiquitous with the advent of information 

and communication technology. SGs enable utilities and prosumers to monitor energy consumption 

in real-time, thereby possessing effective supply and demand management. The subsets of SGs 

namely smart homes/smart buildings are tailored to take the benefits of SGs. These smart homes 

continuously record energy consumption data through smart meters, sensors, and smart appliances 

and facilitate consumers to track/manage their energy usage in real-time. Usually, the energy con-

sumption of renewable energy-integrated smart homes depends on consumer behavior and weather 

conditions. These aspects lead to variance in the recorded energy consumption data from the desired 

levels. This variance in energy consumption impacts pattern finding, forecasting, financial risk, de-

cision-making, and several other grid functionalities. Hence, comprehension of variance in energy 

consumption is essential to properly manage the energy. With this aim, this paper proposes the 

variance analysis on the smart home energy consumption readings using a statistical method named 

“Analysis of Variance (ANOVA)”. It is implemented on the Tracebase dataset, which is a smart city 

database and contains data for ten months. The data were collected in the city of Darmstadt, Ger-

many, in 2012. The proposed ANOVA is applied to all these months’ data. As an initial step, the 

energy consumption readings recorded for every month at each day and at each hour are enumer-

ated and this information is further used to perform day-wise variance analysis using ANOVA. The 

results show that there is a significant variance in several days in each month. Further, it is revealed 

that out of ten months, two months have high variability. Thus, this proposed variance analysis 

helps the stakeholders of SGs to take the necessary precautions for smooth grid functionalities as 

well as properly estimate future energy requirements. 

Keywords: analysis of variance (ANOVA); energy consumption; smart city; smart grid; smart home; 

variance analysis 

 

1. Introduction 

Variance analysis plays a vital role in data analysis by providing insights into the 

data distribution and relationships within the data. The variance quantifies the data dis-

tribution in the dataset which helps understand the nature of the dataset. In the realm of 

smart home energy management, understanding the factors influencing energy consump-

tion is crucial for optimizing efficiency and reducing costs. The energy consumption in 

the residential sectors has been captured for long [1]. For example, the Tracebase dataset 

is one such large database that was captured using smart home metering [2]. Using such 
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databases, there are some machine learning models were developed to predict energy 

consumption in smart homes [3]. Similarly, there are certain methods namely SARIMA, 

LSTM RNN, and Fb Prophet models were used for forecasting energy prosumer behaviors 

[4,5]. There is especially a drastic change in energy consumption observed during and 

after COVID-19 [6]. The higher energy consumption and the customer behavior are the 

sources for various data anomalies during the capturing and creating inconsistency in the 

data [7]. Further, some studies find the energy readings of each appliance as well as the 

missing instances in the particular appliances [8]. Significant redundancy of data is also 

observed [9]. To address these anomalies in energy readings of smart homes, an Artificial 

Neural Network-based data imputation is performed [10]. However, this method leads to 

the creation of missing data anomalies [11]. This inconsistency further leads to variance in 

the data. Usually, variance is characterized as high variance and low variance. The high 

variance can impact the data analysis and concluding the data. This also will have a sig-

nificant impact while building machine learning models that lead to issues such as com-

plexity, overfitting, etc. 

In such a case, the analysis of day-to-day energy-capturing is essential to observe the 

variance in the energy data. Thus, this paper performs the energy data variance analysis. 

The Analysis of Variance (ANOVA) is a powerful statistical method used to examine the 

differences among group means and determine whether these differences are statistically 

significant or not. When applied to smart home energy consumption data, it helps in iden-

tifying key factors that affect energy usage and enables more informed decision-making 

for energy management strategies. The basic idea is to partition the total variance ob-

served in the data into components i.e., between-group variance and within-group vari-

ance. Several advantages such as comparing more than two groups, handling multiple 

factors, effective control of Type-I error, decomposing variability, and better interpretabil-

ity of ANOVA allow its implementation than other techniques in different applications. 

The state-of-the-art literature works that discuss the implementation of ANOVA in vari-

ous applications are given in Table 1. 

Table 1. State-of-the-art literature works. 

Ref Year Description of the Work 

[12] 2022 The optimization of the thermostatic generator was achieved by ANOVA and response surface methodol-

ogy. 

[13] 2021 ANOVA was implemented to examine ceiling/floor effects. 

[14] 2024 The combination of ANOVA and gradient-boosting was discussed for recognizing load in home energy 

systems. 

[15] 2020 A comprehensive review of ANOVA simultaneous component analysis was conducted to understand its 

working.  

[16] 2024 The Taguchi-ANOVA method was performed to carry out the parametric study on the microgrid energy. 

[17] 2019 The Taguchi-ANOVA method was implemented to verify the performance optimization of refrigeration 

systems. 

[18] 2024 The Taguchi-ANOVA method was implemented to optimize the phase frequency detector. 

[19] 2022 ANOVA method was conducted to quickly assess the leakage near cryptographic modules. 

[20] 2021 ANOVA was applied for fault diagnosis by observing the mean and standard deviation in the variable 

frequency drive-fed induction motors.  

[21] 2024 ANOVA method was conducted for water quality assessment in Lake Burullus, Egypt. 

[22] 2022 One-way ANOVA was performed to improve the evaluation of groundwater metals. 

[23] 2022 One-way ANOVA was conducted to improve the Arabic tweets. 

[24] 2022 ANOVA was applied to identify the adaptor proteins which play a key role in lymphocyte activation con-

trol. 

[25] 2022 ANOVA method was implemented to optimize the thermoelectric cooler-based dehumidification system. 
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The abovementioned literature works showcase a wide range of implementations 

and the importance of ANOVA in various applications such as energy, water quality, met-

als, Arabic tweets, and healthcare. Although there are works on energy applications, they 

didn’t focus on the variance analysis of the smart home energy consumption data. Hence, 

this paper contributes to calculating the day-wise variance analysis in each month of the 

energy consumption data of a smart city, Darmstadt in Germany. 

2. Materials and Methods 

This section discusses the dataset details and methodology used for the implementa-

tion of the proposed work. 

2.1. Dataset Description 

The Tracebase dataset [26] is a significant resource in the field of energy consumption 

research, particularly in the context of smart homes and building energy management. 

The smart home energy consumption was recorded in Darmstadt city of Germany. This 

dataset provides appliance-level energy consumption data and is invaluable for research-

ers, policymakers, and industry professionals aiming to understand and improve energy 

efficiency and sustainability in residential buildings. Comprehensive information on the 

Tracebase dataset is discussed in [2]. 

2.2. Methodology 

The Analysis of Variance ANOVA is shown in Figure 1. The ANOVA analysis of Var-

iance can be implemented in both one-way and two-way. Using One-way ANOVA, it can 

be performed only on a single independent variable while in two-way, the variance can 

be found using two or more independent variables. In the proposed methodology, 

ANOVA is implemented in one-way as the present study considers only one independent 

variable “Day” for conducting the monthly data variance analysis. Again the one inde-

pendent variable can be applied on both (i) between the months, where the variance can 

be observed on different days, and (ii) within the month, where the variance can be ob-

served on the same days/repeated days. The implementation involves three steps as de-

scribed follows. 

 

Figure 1. Types of ANOVA. 

• Step-1: Finding the Variance: 

The process starts with reading the dataset. To implement the proposed method, read 

the Tracebase dataset and read the monthly data readings “data_month <- read.csv”. The 

data that is stored in the files can be stored in the comma-separated values format (.csv). 

Once the data is ready, implement the one-way ANOVA to find the variance in the data 

where the Reading value is a dependent variable, and the Day-wise is an independent 

variable, it will be converted as a main factor “data_month$date  data_month$date”. 

Then One-way ANOVA is performed “anova_result_day <- aov (No of readings – Date, 

data = data_month)” using the function “aov” resulting “anova_result_day”. 
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▪ Step-2: Extracting F and p Values: 

It calculates two variables, namely F and p values. These are the components that tell 

whether the ANOVA is statistically significant or not. The value of p is always depending 

on the value of F. The F value is the ratio of the variances between the variables and here 

it checks for the condition p < 0.05 “if (summary (anova_result _day){{1}}$’P (>F)’[1] < 

0.05”. 

▪ Step-3: Tukey HSD Post-hoc Test: 

If the variables in the summary of ANOVA are statistically significant where the p-

value is less than the significant value (p < 0.05) then ANOVA determines that at least one 

group differs, but it doesn’t provide the details of that group. Hence, the Tukey Honest 

Significant Difference (HSD) post-hoc test is performed, which helps in deciding which 

groups are different from each other in the data “Tukey _result <- Tukey HSD (anova_re-

sult_day)”. This compares all probable pairs of group means. Further, it reduces the like-

lihood of incorrectly finding substantial differences. If the difference between the group 

means is higher than the Tukey HSD value, it considers the difference statistically signifi-

cant” tukey_results[[as.character(data_month)]] <- tukey_result”. Based on the differ-

ences observed, the day-wise variance analysis in all months is calculated by “print (paste 

(“Tukey HSD results for Day-wise variance”, data_month)) and “Print (tukey_result)”. If 

the variables are not statistically significant then the process is stopped. The workflow of 

the proposed methodology is observed in Figure 2. 

 

Figure 2. Workflow of the proposed methodology. 

Start

Read Tracebase Dataset

Prepare the data

Convert date as a factor

data_month$Date  as factor (data_month$Date)

Perform One-way Anova

anova_result_day  aov (No of readings ~ Date, data=data_month)

if (summary(anova_result

_day){{1}}$’P (>F)’[1]<0.05)

Perform Tukey HSD post-hoc test

Tukey _result  Tukey HSD (anova_result_day)

Day wise variance in all months

Print (tukey_result)

Print F and P 

values

tukey_results[[as.character(data_month)]] 

tukey_result

print(paste(”Tukey HSD results for Day wise 

variance ", data_month))

Extract F and P values

f_value <- anova_summary[[1]][”anova_resuilt_day", "F value"]

p_value <- anova_summary[[1]][”anova_result_day", "Pr(>F)"])

No

Yes

Stop

Read monthly data readings Into “data_month” 
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3. Results and Discussion 

The results of the day-wise variance analysis are presented in Figure 3a–j. The date 

information is taken on the x-axis and the number of readings is taken on the y-axis. The 

presence of variance in the data is observed based on the error bar in the graph. The length 

of this bar (a vertical line on the data point) signifies the highest/lowest variances. 
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Figure 3. Day-wise variance analysis in various months: (a) August 2011; (b) September 2011; (c) 

October 2011; (d) November 2011; (e) December 2011; (f) January 2012; (g) February 2012; (h) May 

2012; (i) June 2012; (j) July 2012. 

In Figure 3a, day-wise variance is observed in August 2011 on the days 1 August 2011, 

5 August 2011, 8 August 2011, 15 August 2011, 18 August 2011, and 24 August 2011 in 

which the highest variance is observed on 8 August 2011, 15 August 2011, 18 August 2011 

and the lowest variance is observed on 1 August 2011. In Figure 3b, day-wise variance is 

observed on 2 September 2011, 3 September 2011, 4 September 2011, 5 September 2011, 

and 6 September 2011 in which the highest variance is observed on 3 September 2011 and 

the lowest variance is observed on 6 September 2011. In Figure 3c, day-wise variance is 

observed on all days from 10 October 2011 to 21 October 2011 in which the highest vari-

ance is observed on 12 October 2011 and the lowest variance is observed on all days, and 

medium variance is observed on 12 October 2011. In Figure 3d, day-wise variance is ob-

served on all the days from 18 November 2011 to 30 November 2011, in which the highest 

variance is observed on 18 November 2011 and the lowest variance is observed on 22 No-

vember 2011. In Figure 3e, day-wise variance is observed on days 1 December 2011 to 10 

December 2011, 21 December 2011, 27 December 2011, 30 December 2011, and 31 Decem-

ber 2011 in which the highest variance is observed on 1 December 2011 and the lowest 

variance is observed on 27 December 2011. In Figure 3f, day-wise variance is observed on 

3 January 2012, 4 January 2012, 17 January 2012 to 23 January 2012, and 25 January 2012 
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in which the highest variance is observed on 4 January 2012 and 19 January 2012 and low-

est variance is observed on 22 January 2012. In Figure 3g, day-wise variance is observed 

on 2 February 2012, 15 February 2012, and 16 February 2012 in which the highest variance 

is observed on 15 February 2012 and the lowest variance is observed on 2 February 2012 

and 16 February 2012. In Figure 3h, day-wise variance is observed on 7 May 2012, 8 May 

2012, 13 May 2012 to 15 May 2012, 20 May 2012, 23 May 2012 to 25 May 2012, 26 May 2012, 

30 May 2012 in which highest variance is observed on 14 May 2012 and lowest variance is 

observed on 26 May 2012. In Figure 3i, day-wise variance is observed on 11 June 2012 to 

17 June 2012, 19 June 2012, to 26 June 2012 in which the highest variance is observed on 12 

June 2012 and the lowest variance is observed on 26 June 2012. In Figure 3j, day-wise var-

iance is observed on all days where the highest variance is observed on 4 July 2012 and 

the lowest variance is observed on 1 July 2012. From this day-wise variance analysis, it is 

observed that November 2011 and July 2012 have the variance in all days. Further, this 

enables us to find the variance in the hours of the day. 

4. Conclusions 

To understand the degree of variability in smart home energy consumption, this pa-

per implemented the Analysis of Variance (ANOVA) on a well-known smart home dataset 

named “Tracebase”. This dataset is a case study of Darmstadt smart city in Germany. The 

proposed approach has successfully identified the day-wise variances using ANOVA and 

post-hoc test i.e., Tukey’s Honest Significant Differences (HSD) in the considered smart 

home energy consumption data. The salient remarks of the analysis are as follows: 

▪ It is observed that by performing one-way ANOVA, the variance was found from 

August 2011 to December 2011 and in January 2012, February 2012, May 2012 to July 

2012. 

▪ November 2011 and July 2012 have the variance in all days. 

▪ The identification of this variance in energy consumption is useful in energy con-

sumption pattern finding, forecasting, financial risk, decision-making, and several 

other grid functions, thereby providing valuable insights for optimizing energy. Fur-

ther, the statistically significant variances determine specific distributions or anoma-

lies in the data. 

Hence, these insights are valuable for energy management and designing effective 

energy-saving strategies. 
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