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Abstract: Mass spectrometry is the most reliable and accurate approach for analyzing a complex 

biological sample and identifying its protein content, which is time-consuming and reasonably ex-

pensive. One possible option to overcome such limitations is to use potentiometric sensors based on 

transistors. However, for such technology to work, a protein database that contains information on 

billions of small peptides and amino acids (AA) is required. The only practical way to build such a 

database is to use machine learning and this study is going to show the initial steps towards achiev-

ing this aim. This study sheds light on the possibility of a new approach for peptide sequencing 

combining analytical simulations with Large Language Models (LLM) based on Sequence-2-Se-

quence (Seq-2-Seq) architecture built by Long Short-Term Memory (LSTM) networks. 11,573 to-

kenized data points (voltage and capacitance cross-over points) with a vocabulary size of 504 are 

fed to the model, 80% of data is used for training and validation, and 20% is used for testing. The 

model is tested on unseen data and the accuracy during the test is 71.74%, which is significant if 

compared to expensive and time-consuming conventional methods, i.e., spectrometry. In conclu-

sion, the output results of this study show that the proposed Seq-2-Seq LLM architecture could be 

used to build a material database for a potentiometric sensor to replace the mass spectrometry 

method. 
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1. Introduction 

Currently, mass spectrometry is considered the most reliable and accurate method 

for analyzing complex biological samples and identifying their protein content. However, 

this technique is both time-consuming and expensive. One potential solution to these lim-

itations is the use of potentiometric sensors based on transistors [1]. For such technology 

to be effective, it would require a comprehensive protein database containing information 

on billions of small peptides and amino acids (AA). The most practical way to construct 

this extensive database is by employing machine learning, and this study explores the 

initial steps toward that goal. 

This study tries to shed light on the possibility of a novel peptide sequencing method 

that integrates analytical simulations with Large Language Models (LLMs) based on a 

Sequence-to-Sequence (Seq-2-Seq) architecture built using Long Short-Term Memory 

(LSTM) networks [2,3]. The section begins by describing how to measure the potential 

and capacitance of peptides, and how to create a database for each peptide, including the 

corresponding zero cross-over points for potential and capacitance [4]. Next, it provides 
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a detailed overview of the LSTM neural networks and the Seq-2-Seq LLM architecture 

used in the proposed model. Following this, the paper presents the simulation results of 

the model, and finally, it concludes with a discussion of future directions for research. 

2. Peptide Potential and Capacitance Measurement 

Figure 1 shows the calculated potential and capacitance for two oligopeptides made 

of four AAs, using the analytical approach based on the Gouy-Chapman-Stern (GCS) and 

site-binding models [4]. The only difference between DYKD and DYND is the presence of 

mutation (change of AA) at the third position where K is replaced with N. The information 

presented in Figure 2 shows the cross-over points of the 2nd derivative of the surface po-

tential (d2Ψ0/dpH2) [4]. 

 

Figure 1. Analytical results for the calculated surface potential (𝛹0) and total system capacitance 

(𝐶𝑇) for two oligopeptides, DYKD (red line) and DYND (green line). The circles are the isoelectric 

points that can be compared with experimental values [4]. 

 

Figure 2. Analytically calculated 2nd derivative of the surface potential (d2Ψ0/dpH2) and total ca-

pacitance (d2CT/dpH2) as a function of pH. pKa and pKb are the dissociation constants and pKpzc is 

point of zero charges for both proteins. The values can be compared with experiments [4]. 

In this figure the curves cross with the zero dashed line, they represent the p𝐾𝑎, p𝐾𝑏, 

and pKpzc for each oligopeptide. All potential and capacitance curves have unique profiles 

[4]. 

3. LSTM 

The sequential model for LSTM has been demonstrated in Figure 3, sliding on the 

predefined sequence of input data to generate an output sequence of data points or output 

time series. Each cell is fed by the sequence of input time-series data points [5]. Upcoming 

output data points and the cell’s output are concatenated together to generate new input 

data points for the next data point. This repetitive procedure has been carried out to cover 
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whole data points. F. Gers introduced the LSTM network in 1999 which is a new type of 

RNN that consists of 4 main parts namely: input gate, input candidate gate, output gate, 

and forget gate [6]. Forget gate plays a key role in LSTM to forget former non-important 

cell’s state and remember crucial state as expressed: 

𝑓𝑡 =  𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)     (1) 

the 𝜎 or sigmoid is an activation function widely used for adding nonlinear features to 

model as follows: 

𝜎(𝑋) =  
1

1 − 𝑒−𝑥
          (2) 

to generate a new cell state 𝐶𝑡
′, the input gate and input candidate gate are activated sim-

ultaneously. This process is repeated across the entire data sequence [5]. The input gate 

utilizes a sigmoid function, while the input candidate gate applies a hyperbolic tangent 

function to compute the new cell state. Together, these gates work to update 𝐶𝑡
′ as fol-

lows: 

𝑖𝑡 =  𝜎(𝑊𝑖. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑡)        (3) 

𝐶𝑡
′ = tanh(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)       (4) 

𝑡𝑎𝑛ℎ function is a hyperbolic tangent function that maps input to a continuous number 

between −1 and 1. 

 

Figure 3. Internal structure of the LSTM cell. 

4. Sequence-2-Sequence Architecture 

Figure 4 represents the overall data, analyzing a pipeline we considered in our pro-

posed approach used to translate potential and capacitance measurements into the equiv-

alent protein sequence. First, tokenization converts measurements and proteins into to-

kens to create a vocabulary database and then feeds tokenized data to the proposed LLM 

model to train, validate and test the proposed approach. 

The architecture of the proposed approach has been presented in Figure 5, which 

shows the details of layers considered in the Seq-2-Seq approach. The first layer is an em-

bedding layer, a type of hidden layer that takes high-dimensional input data and projects 

it into a lower-dimensional space to allow the network to identify the relationships be-

tween the inputs better and process the data more efficiently. This layer is connected to 

the two LSTM layers. A dropout layer is attached to the second LSTM layer to prevent 

overfitting. For the last layer, a dense layer with a softmax activation function is considered 

to generate meaningful outputs. 
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Figure 4. Flowchart of the data pipeline for the proposed machine learning architecture. Each pro-

tein is represented with potential and capacitance curves, and they are converted to tokens that are 

fed to the large language model. 

 

Figure 5. Proposed Seq-2-Seq model architecture for neural machine translation with LSTM layers. 

5. Simulation Results 

The configuration and parameters of the proposed architecture are presented in Ta-

ble 1 which shows several parameters for each layer and a total number of trainable pa-

rameters. In each iteration all the trainable parameters, i.e., 4,468,247 should be trained 

and this process will end when a specified number of iterations passes. 

Table 1. Network parameters of proposed Seq-2-Seq architecture for neural machine translation and 

LSTM network approach. 

Layer (Type) Output Shape #Param  

embedding (Embedding) (8, 512) 258,048 

lstm (LSTM) (512) 2,099,200 

repeat_vector (RepeatVector) (8, 512) 0 

lstm_1 (LSTM) (8, 512) 2,099,200 

dropout (Dropout) (8, 512) 0 

dense (Dense) (8, 23) 11,799 

Total params: 4,468,247 

11,573 tokenized data points (voltage and capacitance cross-over points) with a vo-

cabulary size of 504 are fed to the first layer of the model, 80% of the data is used for 

training and validation, and 20% is used for testing. For the optimizer, RMS is considered 

with sparse categorical cross entropy function as a loss function to train and validate the 

model for 200 epochs, using a learning rate of 0.0001. The model is trained for 200 epochs, 

and loss values during each epoch for training and validation are measured and presented 

in Figure 6. The model is tested on unseen data, and the accuracy during the test is 71.74%, 

which is significant if compared to expensive and time-consuming conventional methods, 

i.e., spectrometry. 

Table 2 compares the proposed model output and the actual output. The first column 

represents actual output, and the second column represents predicted output. From the 

data, the model output is accurate for most of the sequences of AA, specifically for 
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proteins with 2 and 3 AA. It is visible that for proteins with 3 amino acids, the model 

predicts them accurately in a different order. In Figure 7 we have compared the output 

data from ML and analytical solution for the DYND oligopeptide. Both curves are identi-

cal, and the models can reproduce the fingerprints for this protein. However, the ML 

model can be improved further by considering not only the zero cross-over points but also 

the magnitude of the peaks and the valleys and the slope of the curves. Indeed, these 

improvements are currently being implemented in a new version of our ML model. 

 

Figure 6. Train and validation loss values per each epoch step. Both curves show the expected sat-

urated behaviour. 

 

Table 2. Comparison of the actual and predicted values for amino acid (AA) content of some exam-

ples of protein sequences. 

Number Actual  Predicted 

1 HR HR 

2 RCU CRU 

3 HK HK 

4 DP DP 

5 EF EF 

6 CS CS 

7 EGP EP 

8 A E I EI 

9 KEM EKM 

10 H E C N EH 

 



Eng. Proc. 2024, 6, x FOR PEER REVIEW 6 of 7 
 

 

 

Figure 7. The 2nd derivative of the surface potential (d2Ψ0/dpH2) for the DYND oligopeptide was 

calculated analytically (Green Solid Line) and from the Seq−2−Seq LLM model (Yellow Symbol−an-

gle). 

 

6. Conclusions 

In this study, a novel method for peptide sequencing using neural machine transla-

tion has been proposed which is based on seq-2-seq LLM. To this end seq-2-seq architec-

ture based on LSTM neural networks was implemented to translate voltage and capaci-

tance measurements into amino acid combinations. In this study proteins with 2–4 amino 

acids were considered. 11,573 tokenized data points (voltage and capacitance cross-over 

points) with a vocabulary size of 504 were fed to the model, 80% of the data was used for 

training and validation, and 20% was used for testing. The model was tested on unseen 

data and the accuracy during the test was 71.74%, which is significant if compared to ex-

pensive and time-consuming conventional methods, i.e., spectrometry. 

In conclusion, the output results of this study show that the proposed Seq-2-Seq LLM 

architecture could be used to build a material database for a potentiometric sensor to re-

place the mass spectrometry method. As a future work consideration of attention-based 

LLM would be a good option for improving the accuracy of the translation. 
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