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Abstract: Falls pose a significant threat to the elderly population, often resulting in severe health 

complications such as fractures and other adverse outcomes, which can drastically lower their qual-

ity of life. Early detection of fall risks is crucial in mitigating the impact of such events. Various 

technologies have been developed to address this issue, including alert systems that notify users of 

imminent risks due to environmental factors or physiological changes. However, accurately detect-

ing and distinguishing between normal activities, imminent fall risk, and actual falls remains a chal-

lenge. This study proposes a machine learning approach using the XGBoost algorithm to improve 

fall detection accuracy among the elderly. A dataset comprising 2039 samples of data on proximity 

to objects, spatial location changes, heart rate, blood oxygen saturation (SpO2), blood sugar levels, 

and pressure applied by the user, categorized into normal, imminent fall risk, and fall classes, was 

utilized to train and test the model. The model was trained on 70% of the data, with 30% allocated 

for testing. Hyperparameter optimization was performed using a randomized search with cross-

validation. Previous studies have reported an accuracy of 0.9667 for the same dataset. In contrast, 

this study achieved an accuracy of 1.0, demonstrating a significant improvement in overall perfor-

mance compared to earlier work. The confusion matrix demonstrates the model’s ability to distin-

guish between all three classes with no false positives. Additionally, sensitivity tests were conducted 

by varying training sample sizes and randomizing data splits, confirming the model’s robustness in 

different conditions. These results show that the proposed method was able to sort correctly all the 

samples on training and test, outperforming previous studies on detecting fall-related events, re-

ducing the likelihood of false alarms, and enhancing resource allocation for elderly care. 
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1. Introduction 

Falls are among the most detrimental events that elderly individuals can experience 

[15]. These incidents pose a constant threat, especially to older adults whose motor abili-

ties may be significantly impaired after such accidents [12]. According to the World 

Health Organization (WHO), 30% of individuals over the age of 65 suffer from one or 

more accidental falls each year, with the incidence increasing to 50% among those aged 

80 and older [11]. Furthermore, statistical data indicates that the incidence of falls in-

creased by 31% between 2007 and 2016, with expectations for further growth in the future 

[3,12]. Most falls do not occur from heights but rather from stumbling or slipping during 

routine activities like walking [12]. These findings underscore that fall prevention is 

closely linked to the quality of life for the elderly [17]. 
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The increasing prevalence of falls among independently living older adults high-

lights the urgent need for proactive solutions [2]. Combined with the accelerating aging 

of the global population, there is an urgent need to develop more efficient fall detection 

systems [15] to safeguard and protect the elderly. Fall detection relies on methods that 

recognize such events based on pattern recognition, which identifies abrupt changes in 

bodily sensor parameters and detects specific deviations [1,11]. Since older adults are par-

ticularly vulnerable to falls due to weakened muscle structures and external conditions, 

the issue is not only a concern for healthcare professionals but also draws attention from 

the scientific community and industry. Both sectors are actively working on the develop-

ment of Fall Detection Systems (FDS) and devices designed to prevent such incidents 

[5,11]. 

Therefore, it is imperative to identify solutions that are accurate, reliable, robust, and 

convenient for the elderly, aiming to mitigate fall occurrences [12]. Studies that monitor 

and predict falls are crucial in mitigating fall risks, especially when combined with artifi-

cial intelligence (AI) techniques and the Internet of Things (IoT). As highlighted by [2], 

using IoT and AI to detect falls can reduce fall risk by up to 25%, potentially preventing 

injuries and hospitalizations. Given that the average cost of a fall-related injury for an 

older adult is approximately $30,000, the use of IoT and AI in fall detection could save 

healthcare systems billions of dollars annually. 

In this context, several solutions have been proposed in the literature. For example, 

[12] proposed the Calm Stick (cStick), a system that monitors the user’s physiological data 

along with location and environmental information using IoT technology. The system can 

detect and predict falls with an accuracy close to 95%, based on physiological changes that 

occur just before a person is about to fall. The device warns the user of an imminent inci-

dent and provides a control solution to reduce the impact on the elderly. More recently, 

[10] introduced a method that combines acceleration and angular velocity data from an 

Inertial Measurement Unit (IMU) attached to individuals, both with and without fall risk, 

along with the Gradient Boosting Decision Trees (GBDT) algorithm, to detect falls during 

the gait cycle. 

Similarly, ref. [8] examined the viability of using wearable sensors during walking to 

identify older adults with early-stage balance issues. Their proposed approach used sen-

sor data placed on the knee and hip of individuals during walking, combined with the 

Gradient Boosting Machine (GBM) algorithm, to classify individuals into low and high-

fall-risk groups. Another method, ref. [2] proposed a fall detection system using smart 

carpets, employing IoT techniques and deep learning algorithms, including Random For-

est (RF), XGBoost, Gated Recurrent Units (GRUs), Logistic Regression (LGR), and K-Near-

est Neighbors (KNN). 

The methodology proposed by [7] focuses on detecting and classifying falls based on 

variations in human silhouette shape using computer vision techniques. They utilized 

multivariate monitoring with an exponentially weighted moving average (MEWMA) and 

a classification stage based on Support Vector Machines (SVM). Moreover, ref. [14] ex-

plored fall detection through image classification and machine learning, analyzing six hu-

man activities (walking, sitting, standing, picking up objects, drinking water, and falling) 

using various algorithms such as random forest, K-nearest neighbors, support vector ma-

chines, long short-term memory (LSTM), bidirectional LSTM (Bi-LSTM), and convolu-

tional neural networks (CNN), with CNN achieving the highest precision at 95.30%. 

Despite these significant advances, as noted by [12], one of the primary challenges in 

fall classification is the presence of false positives and false negatives, which can trigger 

unnecessary alerts. Although numerous studies focus on fall detection using individual 

sensors, such as wearables or depth cameras, the performance of these systems remains 

suboptimal, particularly due to high false alarm rates [15]. The difficulty in accurate clas-

sification stems primarily from individual variability and step-by-step fluctuations, mak-

ing precise classification challenging [10]. 
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In this context, the main objective of this study is to enhance the predictive capability 

of systems designed to detect falls among the elderly using data from [12]. Reducing false 

fall event classification allows for better resource allocation when assisting patients, pre-

vents false alarms, and increases system reliability. This paper presents a model devel-

oped using the gradient boosting algorithm known as XGBoost to classify falls in elderly 

patients. 

2. XGBoost 

XGBoost, short for eXtreme Gradient Boosting, is an advanced algorithm in ensemble 

learning that utilizes decision trees. Proposed by Chen and Guestrin [6], it represents an 

advancement from previous algorithms based on ensembles of decision trees (DT) such 

as AdaBoost and Gradient Boosting (GB), which integrates several weak prediction mod-

els, i.e., DT, to iteratively enhance the model’s accuracy in classification or regression 

tasks. Like GB, XGBoost has an objective function that minimizes the loss function be-

tween the predicted and expected response. Notably, it also has a term that regulates the 

complexity of DT internally [16]. Each DT will produce an output 𝑓𝑘(𝑥𝑖) and the residuals 

will be iteratively refined by an objective function. The final output aggregates contribu-

tions from all 𝐾 trees in the ensemble, ensuring robust predictive performance, several 

DT will be adjusted simultaneously [9]. 

The prediction response �̂�𝑖  of a sample 𝑖 will be the sum of the responses of each 

tree according to equation 1, where 𝐾 is the number of DT and 𝑓𝑘 is the function of tree 

𝑘 using the vector of inputs 𝑥𝒊. 

�̂�𝑖 = ϕ(𝒙) =∑𝑓𝑘(𝒙𝑖)

𝐾

𝑘=1

 (1) 

XGBoost minimizes an objective function 2 to optimize its structure. The first compo-

nent is a sum of the loss function 𝐿(𝑝𝑖 , �̂�𝑖) between the predicted value �̂�𝑖  and the ex-

pected value 𝑝𝑖  in 𝑛 samples, while the second component resolves the sum of the reg-

ulatory term Ω(𝑓𝑘) according to equation 2 for 𝐾 trees, where 𝑇 and ω𝑗, respectively, 

are the number of leaves and the score of each leaf 𝑗, while γ means the complexity of 

each leaf and λ is the weight of the regulatory term. This regulatory term is one of the 

main differences from GB, rewarding a less complex structure and mitigating the risk of 

overfitting [9]. 

𝑂(ϕ) =∑𝐿(𝑝𝑖 , �̂�𝑖)

𝑛

𝑖=1

+∑Ω(𝑓𝑘)

𝐾

𝑘=1

 (2) 

Key operational choices in XGBoost choices are important to achieve good perfor-

mance. The γ  parameter defines the minimum loss reduction gain for splitting a tree 

node, i.e., a higher γ value produces less complex trees; other parameters such as tree 

depth can also reduce the complexity of the model. The loss function can also be chosen 

by the user, who needs to define the first and second-order gradient. XGBoost also ad-

dresses sparse data scenarios in its composition to choose the best division of DT by pre-

liminarily eliminating null or missing values [4]. 

3. Experimental Analysis 

The dataset used in this study is sourced from a previous investigation reported in 

[12]. It contains 2039 samples comprising data on proximity to objects, spatial location 

changes, heart rate, blood oxygen saturation (SpO2), blood sugar levels, and pressure ap-

plied by the user. The samples are divided into three distinct classes: normal (n = 690), 

imminent fall risk (n = 682) and falling (n = 667). 

The computational model for detecting falls was developed using the XGBoost algo-

rithm. Pre-processing, training, and testing of the model were all conducted in Python. 



Eng. Proc. 2024, 5, x FOR PEER REVIEW 4 of 7 
 

 

The dataset was split into a training set comprising 70% of the samples (n = 1427) and a 

test set containing the remaining 30% (n = 612). This split was stratified to preserve the 

proportion of classes across both sets. To ensure reproducibility, a random seed of 25 was 

used during the dataset split and model optimization. The XGBoost algorithm, by its na-

ture, does not require feature normalization, so no additional pre-processing steps were 

applied. 

4. Results and Discussion 

An initial exploratory data analysis was conducted to examine the distribution and 

variance of key features in both the training and test sets. Table 1 summarizes the mean 

and standard deviation of the main features for each of the three classes (normal, immi-

nent fall risk, and fall). 

Hyperparameter optimization was performed using the RandomizedSearchCV 

method from the Scikit-learn library. This optimization used 1000 iterations with 10-fold 

cross-validation. Table 2 presents the hyperparameter search space and the optimal values 

obtained after tuning. 

Table 1. Mean and standard deviation of training and test sets. 

Feature Mean Std Class 

Distance 60.05 (59.843) 5.864 (5.589) 

Normal 

n = 483 (207) 

HRV 75.25 (74.933) 8.893 (8.48) 

Sugar Level 75.194 (75.086) 3.024 (2.882) 

SpO2 95.194 (95.086) 3.023 (2.881) 

Distance 20.189 (20.259) 6.005 (5.668) 

Imminent fall risk 

n = 477 (205) 

HRV 97.475 (97.527) 4.409 (4.166) 

Sugar Level 50.377 (50.517) 12.010 (11.337) 

SpO2 85.094 (85.129) 3.002 (2.834) 

Distance 4.992 (5.002) 2.884 (2.911) 

Fall 

n = 467 (200) 

HRV 114.983 (115.005) 5.769 (5.822) 

Sugar Level 93.103 (94.676) 75.039 (75.417) 

SpO2 69.983 (70.004) 5.769 (5.823) 

Table 2. Hyperparameter space for optimization of the XGBoost algorithm. 

Parameter Distribution Lower Bound Upper Bound 
Optimum 

Value 

colsample_bytree Uniform 0.7 1 0.961 

gamma Uniform 0.0 0.5 0.291 

learning_rate Uniform 0.0003 0.3 0.084 

subsample Uniform 0.6 1 0.764 

max_depth Random Int. 2 6 5 

n_estimators Random Int. 100 150 123 

The optimal hyperparameters obtained (‘colsample_bytree’: 0.961, ‘gamma’: 0.291, 

‘learning_rate’: 0.084, ‘max_depth’: 5, ‘n_estimators’: 123, ‘subsample’: 0.764) were adopt-

ed for training the model. The model’s performance was evaluated using the test set, and 

its results are illustrated in the confusion matrix shown in Figure 1. The matrix reveals the 

model’s high classification accuracy across the three classes: normal, imminent fall risk, 

and fall, with no false positives or negatives. This outcome translates to an overall accu-

racy of 100%, exceeding the accuracy of 96.67% reported in [12]. 

To further evaluate the model’s robustness and minimize the risk of overfitting, ad-

ditional tests were conducted by varying the number of training samples (from 60% to 
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90%) and removing the random seed to allow for different training/test splits. Across these 

various configurations, the model consistently maintained its high performance, confirm-

ing its robustness and generalizability. 

 

Figure 1. Confusion matrix for test data. 

Additionally, to corroborate the precision of the model, we included a principal com-

ponent analysis (PCA) visualization shown in Figure 2. This analysis demonstrates that 

the separation of the three classes—normal, imminent fall risk, and fall—is well-defined, 

further supporting the high accuracy observed in the confusion matrix. The explained 

variance ratio for the first two principal components is 0.97778, indicating that these two 

components capture most of the variance in the data, reinforcing the distinct separation 

of the classes. 

 

Figure 2. Principal component analysis for test data. 
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5. Conclusions 

This study presents a robust method for detecting potential fall events among the 

elderly, contributing to a significant improvement in prediction accuracy over previous 

approaches. The proposed method leverages the XGBoost algorithm, optimized through 

hyperparameter tuning, and achieves high precision, distinguishing all data between nor-

mal activity, imminent risks of fall, and actual falls. The reduction in false alerts is partic-

ularly noteworthy, as it supports a more efficient allocation of care resources for elderly 

patients, ensuring that help is provided when truly necessary. The method’s effectiveness 

was confirmed through testing with different configurations, establishing its potential for 

actual patient applications. Future work may involve integrating this method into real-

time monitoring systems for further validation and exploring its adaptability to other da-

tasets. 
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