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Abstract: Brain tumors (BT) are also known as intracranial diseases, which occur due to uncon-

trolled cell growth in the brain. Detecting and classifying the brain tumors at the initial stage is 

crucial to saving the patient’s life. A radiologist uses MRI scans to identify and classify the various 

types of BT using a manual approach. However, it is inaccurate and time-consuming because of the 

many images. In machine learning, convolutional neural networks (CNN) are one significant algo-

rithm that can extract features automatically with high accuracy. The drawback of this algorithm is 

that it can extract features without knowing micro and macro features. The proposed architecture 

of Parallel CNN (PCNN) can extract the features by knowing the micro and macro features from 

two separate window sizes and, at first, augmenting the normalized data using geometric transfor-

mation to enhance the number of images. Then, micro and macro features are extracted using the 

proposed architecture, PCNN, alongside batch normalization to reduce the overfitting problem. Fi-

nally, three kinds of tumors—glioma, meningioma, pituitary and no tumors—are classified using 

various classifiers like Softmax, KNN, and SVM. The proposed PCNN-SVM obtained the best accu-

racy of 96.1% with the special features compared with the other pertained model. 
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1. Introduction 

Of all the cancers, brain tumors are among the most deadly, with a high second-order 

fatality rate [1]. According to the Global Cancer Registry’s 2018 results, 29,681 of the 

18,078,957 cancer patients with cancer had brain cancer [2]. There are two types of brain 

tumors: benign and malignant, depending on where they originate. Benign tumors begin 

in the brain and grow extremely slowly. Surgery is used to remove this kind of brain tu-

mor. Malignant brain tumors, on the other hand, start elsewhere in the body and spread 

to the brain. Chemotherapy is the only treatment for this extremely severe condition [3,4]. 

Patients with brain tumors may experience headaches, seizures, visual nausea, vom-

iting, and cognitive and neurological abnormalities. Various methods depend on the im-

ages used to detect the brain tumor. Computed tomography (CT), positron emission to-

mography (PETR), magnetic resonance spectroscopy (MRS), magnetic resonance spec-

troscopy (MRS), and functional magnetic resonance imaging (fMRI) are the most often 

used imaging modalities [5]. The knowledge and proficiency of the radiologist are essen-

tial to all imaging modalities. Another diagnostic method for determining the presence of 

a brain tumor is a biopsy, which requires surgery [6]. These days, different forms of brain 

tumors can be recognized and categorized using machine learning algorithms. 
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Ahmadi et al. introduced a machine learning method that operates a convolutional 

neural network (CNN) and robust principal component analysis (PCA) built on brain tu-

mor segmentation [7–9]. Ahmed Wasif Reza proposed a VGG-16 CNN architecture with-

out augmented data and providing sufficient accuracy [10]. Mantripragada et al. pre-

sented a hybrid model built on deep neural networks (DNN) and adaptive fuzzy deform-

able fusion (AFDM) [11,12]. Pitcha et al. established a novel model using FKM and ANN 

based on the segmentation of brain tumors [13]. Chanu et al. presented a method where 

data are augmented and a two-dimensional convolutional neural network (2D-CNN) is 

used [14]. Mohsen et al. suggested an architecture where brain tumors are classified by 

deep neural networks (DNNs). Features are extracted by utilizing discrete wavelet trans-

formation (DWT) and principal component analysis (PCA) with 66 MRIs of brain tumors 

[15,16]. Ahmed Saleh suggested a model where different types of brain tumors are de-

tected and classified by AI algorithms, CNN, and deep learning. The datasets are trained 

by pre-trained models such as Xception, ResNet50, InceptionV3, VGG16, and MobileNet 

[17,18]. Yoon Kim et al. developed a word-level CNN-based model for sentence classifica-

tion that used pre-trained word embeddings [19]. 

In machine learning, the lightweight CNN can extract features with a high degree of 

accuracy, but it cannot extract features that are aware of micro and macro features. This 

paper suggests a model, PCNN, to address this issue. It can extract features with high 

accuracy, recognize micro and macro features, and classify different kinds of brain tumors 

(BT) using multi-classifiers. 

This paper presents the performance analysis in the methods and materials section 

in Section 2. The outcome of the proposed paper and comparison with other papers are 

discussed in the result analysis and discussion parts, which are presented in Section 3, 

and the conclusion of this architecture is discussed in the conclusion part, which is pre-

sented in Section 4. 

2. Methods and Materials 

In this paper, the various kinds of BT are classified using the proposed architecture, 

PCNN-SVM, as shown in Figure 1. The MRI images are divided into two parts: training 

(80%) and testing (20%). Depending on window widths, the feature extraction stages are 

divided into two sections: the micro feature selection pathway and the macro feature se-

lection pathway. Classifiers are employed to categorize the many kinds of BT like-glioma, 

meningioma, pituitary, and no tumor. 

 

Figure 1. Flow diagram of the proposed architecture. 
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2.1. Dataset Description 

Using the publicly accessible “Kaggle” dataset, a dataset to determine the effective-

ness of the suggested strategy [20]. Three types of BT—glioma, meningioma, and pitui-

tary—as well as no tumors are present in the dataset. The collection has 2870 pictures in 

total, of which 395 are of glioma, 826 are of meningioma, 822 are of no tumor, and 827 are 

of the pituitary. 

2.2. Pre-Processing 

The pre-processing step is divided into two sections: one is image reshaping, and 

another is image augmentation. 

2.2.1. Image Reshape 

Before training the proposed technique, resizing images in the dataset is a common 

pre-processing step. Since the original images have different dimensions, scaling an image 

is necessary to enhance efficiency and remove computational constraints. The dataset’s 

images are downsized from (256 × 256) to (60 × 60) dimensions without losing any content 

in order to produce a simple calculation. 

2.2.2. Image Augmentation 

Image augmentation in machine learning uses geometric transformation techniques, 

including scaling, translation, and shear, to expand the number of images in the dataset 

to avoid overfitting issues. Data augmentation is used to reduce misclassification and 

overfitting problems. 

2.3. Feature Extraction Step 

Currently, one of the most important machine learning techniques is convolutional 

neural networks (CNN). CNN can automatically extract features from MRI scans and clas-

sify them with outstanding performance. One significant drawback of the technique is 

CNN’s inability to extract unknown micro- and macro-features at random. To solve the 

issue, this study suggests using a lightweight deep parallel convolutional neural network 

(PCNN) with a two-pathway CNN to extract known micro and macro features to identify 

and categorize BT images. PCNN is composed of two pathways: a micro feature selection 

pathway and a macro feature selection pathway with 26 layers. The micro feature selection 

pathway has the same kernel size (5 × 5) with a 2D convolution layer. On the other hand, 

the macro feature selection pathway has the same kernel size (15 × 15) with a 2D convolu-

tional layer, and the same stride and padding are used. A process of activation called 

ReLU is frequently used after the convolutional layer to improve efficiency and decrease 

gradient diffusion. Although batch normalization is used to improve accuracy, decrease 

overfitting issues, speed up training, and increase stability, After that, maxpooling is used 

for downsampling the feature map. Two pathways are connected by a concatenation layer, 

and then a fully connected layer is used. Finally, ML classifiers are used to classify various 

types of BT, and PCNN_SVM provides the most prominent accuracy. 

2.4. Classifier 

One of the most popular supervised learning algorithms, the Support Vector Machine 

(SVM), can solve both regression and classification problems. The goal of the SVM algo-

rithm is to determine the optimal line or decision boundary that can separate data points 

from different classes in the future very quickly. A hyperplane is the name of this best 

decision boundary [21]. The following equation 1 defines the hyperplane function that can 

be used to separate the data. Where xi, represents the features from the dataset, ai is the 

Lagrange multiplier, and yi represents the dataset’s target class, the most often used kernel 

function at the algorithm is the linear kernel [22]. 
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𝑓(𝑥) = sign (∑(𝑎𝑖𝑦𝑖 K(x, 𝑥𝑖) + 𝑏) 

𝑛

𝑖=1

 (1) 

3. Experimental RESULT and Analysis 

Brain tumors are detected and classified using modified PCNN using machine learn-

ing classifiers such as Softmax, KNN, and SVM. The studies are conducted using 

MATLAB 2023, and the lightweight PCNN-SVM model yields the best results with epoch 

30, learning rate.002, and optimizer sgdm. The specifications of the system include Win-

dows 10 Home 64-bit, AMD Ryzen 5, and 8 GB of RAM. 

3.1. Confusion Matrix 

A confusion matrix is a table that is operated to summarize the performance of a 

classification algorithm. A confusion matrix provides the value of true positive (TP), true 

negative (TN), false positive (FP), and false negative (FN). The aim of calculating a model 

is to increase the values of TP and TN and decrease the values of FP and FN by using a 

confusion matrix. The target classes appear on the X axis; on the other hand, the output 

classes appear on the Y axis. The proposed architecture provides the confusion matrix of 

PCNN-Softmax, PCNN-KNN, and PCNN-SVM respectively which are shown in Figure 

2. 

 
(a) 

  
(b) (c) 

Figure 2. Confusion matrix; (a) parallel CNN-softmax (b) parallel CNN-KNN (c) parallel CNN-

SVM. 
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3.2. Performance Metrics 

The essential metrics are computed from true positive, true negative, false positive, 

and false negative and comprise accuracy, sensitivity, specificity, and precision. The 

following are the formulas for precision, sensitivity, specificity, and accuracy: 

Accuracy =  
True positive+True negetive

True positive+True negetive+False positive +False negetive
  (2) 

Specificity =  
True negetive

True negetive + False positive
 (3) 

 Sensitivity =  
True positive

True positive + False negetive
 (4) 

Precision =  
True positive

True positive + false positive
 (5) 

F1 − Score =  
2 × True positive

2 × True positive + False positive + False negetive
 (6) 

Above Table 1, accuracy, specificity, sensitivity, and precision are obtained using the 

TP, TN, FP, and FN values from the confusion matrix of PCNN-Softmax, PCNN-KNN, 

and PCNN-SVM. Among them, PCNN-SVM provides the best performance. PCNN-SVM 

provides 98.10% for accuracy, 98.20% for specificity, 96.51% for sensitivity, 95.38% for pre-

cision, and 91.97% for F1-score. 

Table 1. Classification performance analysis using PCNN with multi-classifiers. 

Model 𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 𝐒𝐩𝐞𝐜𝐢𝐟𝐢𝐜𝐢𝐭𝐲 𝐒𝐞𝐧𝐬𝐢𝐭𝐢𝐯𝐢𝐭𝐲 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 F1-Score 

PCNN-Softmax 96.67% 97.57% 92.96% 93.80% 87.80% 

PCNN-KNN 97.26% 97.86% 94.93% 95.11% 90.44% 

PCNN_SVM 98.10% 98.20% 96.51% 95.38% 91.97% 

3.3. Pre-Trained Models 

The present research utilizes some pre-trained models, including Google Net, 

VGG16, VGG19, ResNet18, and ResNet50, by changing the final three layers: the output 

layer, fully connected layer, and softmax layer, and providing the accuracy of 93.90%, 

94.80%, 95.30%, 95.30%, and 95.80% accordingly. In comparison, the suggested model, 

PCNN-SVM, offers the best accuracy at 96.1% that is shown in Table 2. 

Table 2. Comparing the pre-trained model with the suggested model. 

Model Google Net VGG16 VGG19 ResNet18 ResNet50 PCNN-SVM 

Accuracy 93.90% 94.80% 95.30%, 95.30% 95.80% 96.1% 

3.4. Comparison with Existing Research 

Sajjad M., Khan S., and Muhammad K. used CNN for extracting the features, and 

VGG-19 was used for classifying the various types of BT and achieved an accuracy of 

87.39%. Afshar and P. Plataniotis was used Capsule network for classifying the BT with 

an accuracy 90.89%. P. Thejaswini and MB. Bhat utilized ARKFCM for segmenting the 

MRI scans; ANN was used to extract the features; and SVM was used to classify the vari-

ous types of BT with 91.4% accuracy. Alternatively, the proposed model PCNN is used to 

extract the macro and micro characteristics, while SVM is employed to categorize the var-

ious kinds of BT with the greatest accuracy of 96.1%. 
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Table 3. xxx. 

Authors Models Accuracy 

Sajjad M, Khan S, Muhammad K [23] CNN, VGG-19 87.39% 

Afshar, P. Plataniotis [24] Capsule network 90.89% 

P.Thejaswini, MB. Bhat [25] ARKFCM, ANN, SVM 91.4% 

Suggested model Augmentation, PCNN, SVM 96.1% 

4. Conclusions 

Fatal diseases can be avoided by accurately identifying and classifying various types 

of BT as early as possible. Considering these problems, a lightweight PCNN is designed 

to accurately identify and categorize various types of BT, such as pituitary tumors, glio-

mas, meningiomas, and no tumors. Firstly, geometric transformation operators are uti-

lized to augment the reshaped data. Next, the PCNN operates on the augmented data to 

extract the known micro and macro features. Finally, various classifiers, including Soft-

max, KNN, and SVM, are employed to classify the data. PCNN-Softmax, PCNN-KNN, 

and PCNN-SVM have respective accuracy values of 93.5%, 94.4%, and 96.1%. Of these, 

lightweight PCNN-SVM has the best accuracy of 96.1%, which is compared with other 

pre-trained models. 
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