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Abstract: Agricultural crop yield prediction is crucial for enhancing food security, optimizing re-

source use, and ensuring sustainable agricultural practices. This project focuses on enhancing food 

security and sustainable agricultural practices by predicting crop yields using machine learning 

techniques. By integrating data from weather patterns, soil properties, and historical crop perfor-

mance, the study aims to aid farmers and policymakers in decision-making. The research examines 

the correlation between crop yield and environmental factors such as nitrogen, phosphorus, potas-

sium, rainfall, temperature, and fertilizer application. Multilinear Regression (MLR), Radial Basis 

Function (RBF), and Support Vector Machine (SVM) models are applied to predict yields, with SVM 

achieving the highest accuracy at 92.03%, followed by MLR at 88.56% and RBF at 75.36%. The data 

collection for this study includes nutrient levels in the soil, historical weather patterns, and fertilizer 

usage from the Peddapalli district, Telangana, India. MLR identifies linear relationships, RBF cap-

tures non-linear patterns, and SVM handles high-dimensional data to enhance prediction accuracy. 

The results indicate that while MLR and RBF provide valuable insights, SVM is the most robust tool 

for forecasting crop yields. This research holds significant potential for improving agricultural 

productivity and resource management, offering farmers crucial insights for better planning and 

allocation of resources. 
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1. Introduction 

Machine learning is a valuable decision-making tool for predicting agricultural 

yields and deciding the type of crops to sow and things to do during the crop growing 

season. To aid crop prediction studies, several machine learning methods have been used. 

Machine learning techniques are utilized in various sectors, from evaluating customer be-

haviour in supermarkets to predicting customer phone usage. For some years, agriculture 

has been using machine learning techniques. Crop prediction is one of agriculture’s com-

plex challenges, and several models have been developed and proven so far. Because crop 

production is affected by many factors such as atmospheric conditions, type of fertilizer, 

soil, and seed, this challenge necessitates using several datasets [1–4]. This implies that 

predicting agricultural productivity is not a straightforward process; rather, it entails a 

series of complicated procedures. Crop yield prediction methods can now reasonably ap-

proximate the actual yield, although more excellent yield prediction performance is still 

desired. Agriculture, as the cornerstone of human civilization, faces unprecedented chal-

lenges in the 21st century due to factors such as climate change, population growth, and 
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resource scarcity. To address these challenges, modern technologies, particularly data-

driven approaches, are increasingly becoming integral to sustainable and efficient agricul-

tural practices. 

In the realm of agriculture, predicting crop yields is crucial for effective farming prac-

tices and resource management. This project, titled “Agricultural Crop Prediction Using 

Advanced Data Analysis Techniques—A Case Study”, employs innovative machine learn-

ing methods to forecast crop yields based on numerous factors, including nitrogen, phos-

phorous, potassium, rainfall, temperature, and fertilizer application. 

In other terms, we aim to use the power of computers to analyse large sets of data 

related to farming conditions and develop smart predictions about how much crops can 

be expected. Think of it like having a virtual assistant for farmers that helps them antici-

pate how well their crops will grow based on specific elements like soil nutrients, weather 

patterns, and fertilizer usage. Our project utilizes two main machine learning techniques: 

Multilinear Regression and Radial Basis Function. These methods allow us to understand 

the relationships between distinct factors and crop yields. Multilinear Regression helps us 

with straightforward connections, while Radial Basis Function handles more complex, 

non-linear patterns in the data. 

The motivation behind this research stems from the urgent need to empower farmers 

with reliable tools for decision-making. Accurate predictions of crop yields based on en-

vironmental factors are crucial for optimizing resource allocation, enhancing productiv-

ity, and mitigating the impact of unforeseen challenges. 

By doing this research, we hope to empower farmers with better insights into their 

crop production. Imagine farmers having a tool that considers various aspects of their 

farming environment and gives them a heads-up on what to expect[5–8]. This not only 

helps farmers plan more effectively but also contributes to the broader goal of improving 

agriculture using advanced data analysis techniques. 

Agricultural crop prediction is a crucial factor in maintaining crop yields and ensur-

ing food security. This presentation will cover the purpose and importance of crop pre-

diction, as well as a literature survey, and a proposed solution to the problem. 

Crop Prediction 

By analyzing the soil and atmosphere conditions at region to have more crop yield 

and the net crop yield can be predicated. Crop prediction, there are different techniques 

or algorithm, and with the help of those algorithms we can predict crop yield and we are 

using Multilinear regression and Radial basis function algorithms. 

1.1. Objectives 

1. To increase the accuracy of crop yield prediction. 

2. To study and analyze the different parameters which influences the crop yield pre-

diction such as rainfall, fertilizers, nitrogen, phosphorous, potassium and tempera-

ture. 

3. To provide the recommendations such as amount of water, fertilizers, pesticides re-

quired for the crop yield, to the farmers on crop prediction. 

1.2. Scope of the Project 

The future scope of the “Agricultural Crop Yield Prediction using Advance Data 

Analysis Techniques” project is promising. It entails advancing predictive models for crop 

yield, disease detection, and optimal cultivation practices. Integration with emerging tech-

nologies like remote sensing, IoT, and AI-driven decision support systems will enhance 

precision farming. Collaboration with agricultural experts, government agencies, and in-

dustry stakeholders can lead to scalable solutions for sustainable agriculture. Continuous 

refinement of algorithms and data sources, coupled with user-friendly interfaces, will en-

sure widespread adoption. Ultimately, the project has the potential to revolutionize farm-

ing practices, increase productivity, and contribute to global food security. 
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1.3. Methodology 

The flowchart consists of a series of steps that outline the process for analysing the 

relationship between weather variables and crop harvest, and then using that information 

to make predictions about crop yield. Here is a breakdown of each step: 

 

Figure 1. 1. Methodology. 

Load External Dataset: The first step in the process is to load an external dataset that 

contains information about weather variables and crop harvest. 

Assign dataset to variables x and y: This dataset will be assigned to variables x and 

y for further processing. 

Pre-Process the value of x and y: Before determining the correlation between weather 

variables and crop harvest, the data needs to be pre-processed. This step may involve 

cleaning the data, handling missing values, and normalizing the data so that it can be 

more easily analysed. 

Determine the correlation between weather variables and crop harvest: Once the 

data has been pre-processed, the next step is to determine the correlation between weather 

variables and crop harvest. This will help to identify which weather variables have the 

greatest impact on crop yield. 

Data Modelling: After determining the correlation between weather variables and 

crop harvest, the next step is to create a data model that can be used to make predictions 

about crop yield based on weather data. If the data model is suitable for the dataset, then 

it proceeds to the next step otherwise again it starts from Assign dataset to variables x and 

y. 



Eng. Proc. 2024, 6, x FOR PEER REVIEW 4 of 8 
 

 

Results analysis: Once the data model has been created, the next step is to analyse 

the results to ensure that the model is accurate and reliable. This may involve testing the 

model with a separate dataset and evaluating its performance. 

Print predicted value: After analysing the results, the next step is to print the pre-

dicted value for crop yield based on the data model. This value can be used to inform 

agricultural planning and decision-making. If the predicted value is correct it proceeds to 

the next step otherwise again it starts from Data modelling. 

Plot graph: In addition to printing the predicted value for crop yield, the flowchart 

also indicates that a graph should be plotted to visualize the relationship between weather 

variables and crop harvest. This can help to identify trends and patterns in the data. 

2. Methods 

The flowchart consists of a series of steps that outline the process for analysing the 

relationship between weather variables and crop harvest, and then using that information 

to make predictions about crop yield. Here is a breakdown of each step: 

Load External Dataset: The first step in the process is to load an external dataset that 

contains information about weather variables and crop harvest. 

Assign dataset to variables x and y: This dataset will be assigned to variables x and 

y for further processing. 

Pre-Process the value of x and y: Before determining the correlation between weather 

variables and crop harvest, the data needs to be pre-processed. This step may involve 

cleaning the data, handling missing values, and normalizing the data so that it can be 

more easily analysed. 

Determine the correlation between weather variables and crop harvest: Once the 

data has been pre-processed, the next step is to determine the correlation between weather 

variables and crop harvest. This will help to identify which weather variables have the 

greatest impact on crop yield. 

Data Modelling: After determining the correlation between weather variables and 

crop harvest, the next step is to create a data model that can be used to make predictions 

about crop yield based on weather data. If the data model is suitable for the dataset, then 

it proceeds to the next step otherwise again it starts from Assign dataset to variables x and 

y. 

Results analysis: Once the data model has been created, the next step is to analyse 

the results to ensure that the model is accurate and reliable. This may involve testing the 

model with a separate dataset and evaluating its performance. 

Print predicted value: After analysing the results, the next step is to print the pre-

dicted value for crop yield based on the data model. This value can be used to inform 

agricultural planning and decision-making. If the predicted value is correct it proceeds to 

the next step otherwise again it starts from Data modelling. 

Plot graph: In addition to printing the predicted value for crop yield, the flowchart 

also indicates that a graph should be plotted to visualize the relationship between weather 

variables and crop harvest. This can help to identify trends and patterns in the data. 

3. Results and Discussion 

3.1. Data Interpretation Using Multilinear Regression 

The Figure 3a represents the actual crop yield versus the predicted crop yield. The R-

squared score for this model is 0.88, indicating a strong correlation between the actual and 

predicted crop yields. The graph displays two sets of data points, representing the actual 

crop yield (in Q/acre) and the predicted crop yield (in Q/acre) obtained from the model. 

The dots in the graph represent individual data points, with the x-axis showing the actual 

crop yield and the y-axis showing the predicted crop yield. A linear regression line (in 

blue) has been plotted to visualize the relationship between the actual and predicted crop 

yields. The R-squared value of 0.88 indicates that approximately 88% of the variation in 
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the actual crop yield can be explained by the model’s predictions. Ideally, the data points 

should be close to the regression line, indicating a strong fit between the actual and pre-

dicted values. In this graph, most of the data points are close to the regression line, sug-

gesting that the model is a good fit for this case [9–12]. A high distance between the data 

points and the regression line would indicate a poor fit, suggesting that the model may 

not accurately predict crop yields. 

r2_score = 0.88561 

 

(a) 

r2_score = 0.753604 

 

(a) 

r2_score = 0.920335 
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Figure 3. (a) Actual crop yield versus the predicted crop yield using MLR, (b) Actual crop yield 

versus the predicted crop yield using RBF, (c) Graph of SVM. 

Based on the R-squared value and the proximity of data points to the regression line, 

the model appears to be a good fit for predicting crop yields in this agricultural case study. 

This graph can be used to demonstrate the model’s performance and its ability to accu-

rately predict crop yields. 

3.2. Data Interpretation Using Radial Basis Function 

The Figure 3b represents the actual crop yield versus the predicted crop yield for the 

project titled “Agricultural Crop yield prediction using Advanced Data analysis tech-

niques-Case study.” The R-squared score for this model is 0.753604, indicating a moderate 

to strong correlation between the actual and predicted crop yields. The graph displays 

two sets of data points, representing the actual crop yield (in Q/acre) and the predicted 

crop yield (in Q/acre) obtained from the model. The dots in the graph represent individual 

data points, with the x-axis showing the actual crop yield and the y-axis showing the pre-

dicted crop yield. A linear regression line (in blue) has been plotted to visualize the rela-

tionship between the actual and predicted crop yields. The R-squared value of 0.753604 

indicates that approximately 75.36% of the variation in the actual crop yield can be ex-

plained by the model’s predictions. Ideally, the data points should be close to the regres-

sion line, indicating a strong fit between the actual and predicted values. In this graph, 

most of the data points are relatively close to the regression line, suggesting that the model 

is a moderate to good fit for this case. However, there are some data points that are farther 

away from the regression line, indicating that the model may not accurately predict crop 

yields in certain cases. Based on the R-squared value and the proximity of most data points 

to the regression line, the model appears to be a moderate to good fit for predicting crop 

yields in this agricultural case study. However, there are some instances where the model 

may not accurately predict crop yields, as indicated by the data points that are farther 

away from the regression line. This graph can be used to demonstrate the model’s perfor-

mance and its ability to accurately predict crop yields, while also acknowledging the lim-

itations of the model. 

3.3. Data Interpretation Using Support Vector Machine 

The Figure 3c represents the actual crop yield versus the predicted crop yield for the 

project titled “Agricultural Crop yield prediction using Advanced Data analysis tech-

niques-Case study”. The R-squared score for this model is 0.920335, indicating an extraor-

dinarily strong correlation between the actual and predicted crop yields. The graph dis-

plays two sets of data points, representing the actual crop yield (in Q/acre) and the pre-

dicted crop yield (in Q/acre) obtained from the model. The dots in the graph represent 

individual data points, with the x-axis showing the actual crop yield and the y-axis show-

ing the predicted crop yield. A linear regression line (in blue) has been plotted to visualize 

the relationship between the actual and predicted crop yields. The R-squared value of 

0.920335 indicates that approximately 92.03% of the variation in the actual crop yield can 

be explained by the model’s predictions. Ideally, the data points should be close to the 

regression line, indicating a strong fit between the actual and predicted values. In this 

graph, most of the data points are very close to the regression line, suggesting that the 

model is an excellent fit for this case. The proximity of the data points to the regression 

line indicates that the model is highly accurate in predicting crop yields. 

Based on the R-squared value and the proximity of most data points to the regression 

line, the model is an excellent fit for predicting crop yields in this agricultural case study. 

The high R-squared value and the proximity of the data points to the regression line sug-

gest that the model is highly accurate in predicting crop yields[12–14]. This graph can be 

used to demonstrate the model’s performance and its ability to accurately predict crop 

yields. 
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4. Conclusions 

In conclusion, the “Agricultural Crop Yield Prediction using Machine Learning” pro-

ject stands as a pivotal tool in revolutionizing modern agriculture. The accurate predic-

tions and insights provided by this project empower farmers with data-driven decision-

making capabilities, enhancing efficiency, and overall productivity in the agricultural sec-

tor. The project has successfully demonstrated the potential of machine learning to predict 

agricultural crop production. By implementing advanced machine learning algorithms, 

the project has successfully identified patterns and relationships in the data that can be 

used to make informed predictions about future crop yields. Implementation of an algo-

rithms using machine learning to predict the yield rate of the crops production. Based on 

the R-squared value and the proximity of most data points to the regression line, the 

model appears to be an excellent fit for predicting crop yields in this agricultural case 

study. The high R-squared value and the proximity of the data points to the regression 

line suggest that the model is highly accurate in predicting crop yields. According to our 

analysis using different machine learning algorithms, the suitable and best algorithm for 

agriculture crop yield prediction is SUPPORT VECTOR MACHINE. This project will 

help the farmers to know the yield of their crop before cultivating onto the agricultural 

field and help them to take the appropriate decisions. Ultimately, the project has the po-

tential to revolutionize farming practices, increase productivity, and contribute to global 

food security. 
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