
   This study presents an innovative approach to improve
ensemble learning, introducing a modification to the voting
rule for aggregating individual classifier results.
   While simple majority and weighted majority rules are
common, recent research suggests that alternatives, such as
the Condorcet voting rule, may offer greater efficiency in
complex multi-class image classification tasks
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     We addressed the Condorcet rule to improve accuracy in
multi-classification tasks, surpassing the limitations of
traditional rules, especially with weak learners (accuracy <
30%).
     We tested with classical neural networks (VGG, ResNet,
EfficientNet) and evaluated  with models limited to 35
layers and less than 4 million parameters.

    The Condorcet rule improves ensemble accuracy and
stability in complex multi-classification environments. It
represents a viable alternative for enhancing efficiency in
both accuracy and energy consumption, with potential
applications in low-resource settings.
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Figure 1: Flowchart indicating how the result of 3 voters is aggregated with the voting
rules standard

Figure 2: Preference graph that indicates the situation of voters described in the text on
the left, showing how a winner is selected by the Condorcet method

   The Condorcet rule increased accuracy by up to 14%
compared to individual models and outperformed simple
and weighted majority rules by 3%. In addition to
improving accuracy, it provides greater stability and
consistency in scenarios with high variability among
classifiers, evaluated on the CIFAR-100 dataset.
  The AUC of 0.966 highlights the Condorcet rule's
capability to discriminate between classes, offering an
optimal balance between sensitivity and specificity in
complex multi-classification environments involving 100
classes.
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