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Service robots play a vital role in industrial and social development. For these reasons, 

this work aims to design and implement a reinforcement learning model based on 

Proximal Policy Optimization for the locomotion of a 12-degree-of-freedom quadruped 

robot, ensuring stability in its trajectory. The work implements a reinforcement 

learning model using TensorFlow and Gym, to test it in the PyBullet simulation 

environment. By adjusting the model's hyperparameters correctly, the goal is to achieve 

maximum stability in the robot's walking trajectory, particularly ensuring a smooth 

response at the center of gravity.
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The specific objectives are:

• Analyze the kinematics and define the URDF design of a 12-degree-of-freedom 

quadruped robot.

• Study and apply the Proximal Policy Optimization algorithm to develop a 

locomotion model.

• Implement the developed model in a simulation environment for testing and 

validation.

• Evaluate the model's performance based on the stability of the robot's center of 

gravity relative to the ground.
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• The PPO algorithm, specifically the actor-critic style, was analyzed and successfully 

implemented, with Adam chosen as the optimizer for better performance compared to the 

suggested SGD.

• The model demonstrated stable trajectory control for the robot, with continuous improvement 

in performance as training progressed, confirmed by the reduction in loss and KL penalty.

• The research confirms that the Proximal Policy Optimization algorithm is effective for robot 

control, generating continuous learning and stability in the robot's locomotion.
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