
The stability and profitability of Bangladesh's banking industry have long been 

seriously threatened by non-performing loans (NPLs). With the aggregate NPL 

ratio frequently approaching 9% and in certain state-owned banks exceeding 

20%, the percentage of non-performing loans (NPLs) in the banking system has 

been continuously high. 

Manual credit evaluation is prone to human mistakes and subjective biases, 

which further compromise its validity. Researchers and practitioners have been 

pushing for the incorporation of machine learning (ML) and artificial 

intelligence (AI) methods into credit risk prediction in response to these 

constraints.

Introduction

No strong multicollinearity exists, and temporal 

trends are subtle. However, specific banks do 

exhibit individual upward patterns that are better 

captured in the time series plots.

Forecasted values of NPLR of three years

To predict non-performing loans (NPLs), this study examines the efficacy 

of seven machine learning algorithms: Random Forest, Decision Tree, Lasso 

Regression, Support Vector Machine (SVM), Bidirectional Long Short-Term 

Memory (BiLSTM), Light Gradient Boosting Machine (LightGBM), and 

Extreme Gradient Boosting (XGBoost). The analysis is conducted using a 

dataset from the DSE listed commercial banks of Bangladesh, covering the 

period from 2013 to 2023. A variety of performance matrices, such as 

mean absolute error (MAE), mean square error (MSE), root mean squared 

error (RMSE), and mean absolute percentage error (MAPE) are used to 

train and assess the accuracy of the models. 

Objective and Methodology
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Ridge Regression offers the best trade-off between 

accuracy and robustness for NPLR forecasting. 

However, BiLSTM stands out for its low prediction 

error and adaptability to sequential data, making it a 

promising choice for time-dependent financial 

modeling tasks. 
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