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Abstract

In pharmaceutical and biomedical industries, manual handling of dangerous chemicals is
a leading cause of hazardous exposure to chemicals, toxic burning, and chemical contam-
ination. To counteract these risks, we proposed a gesture-controlled bionic hand system
to mimic human finger movements for safe and contactless chemical handling. This inno-
vation system uses an ESP32 micro controller decodes the hand gestures that are detected
by the system using computer vision via an integrated camera. A PWM servo driver con-
verts these movements to motor commands such that accurate movements of the fingers
can be achieved. Teflon and other corrosion-proof materials are utilized in the 3D printing
of the bionic hand in order to withstand corrosive conditions. This new, low-cost, and
non-surgical approach replaces the EMG sensors, gives real-time control, and enhances
industrial and laboratory process safety. The project is a major milestone in the application
of robotics and Al for automation and risk reduction in dangerous environments.
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1. Introduction

In biomedical and pharmaceutical industries, manual handling of toxic chemicals is
particularly dangerous and can involve toxic exposure, burns, and cross-contamination
[1]. Conventional safety measures may be inadequate in dynamic processes where precise
or gentle handling of equipment is needed. Accurate hand gesture recognition systems
are now feasible thanks to recent advancements in real-time computer vision and artificial
intelligence [2]. Robotic mechanisms that imitate the finger movement patterns of the hu-
man hand are ideal for these kinds of systems. These kinds of systems are perfect for use
with robotic mechanisms that mimic the patterns of finger movement found in the human
hand.

Gesture-controlled systems which are a less invasive and better choice than electro-
myography (EMG)-based systems. EMG based system need direct skin contact and com-
plex in signal processing [3]. Furthermore, artificial intelligence and robotics integration
have offered the choice to create low-cost prosthetics with advanced control features that
were previously only possible using high-end solutions [4]. These devices not only pro-
vide security but also increase efficiency by reducing human intervention in hazard zones
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[5]. This initiative aims to bridge the gap between human dexterity and industrial auto-
mation through smart, gesture-controlled robotic systems towards intelligent manufac-
turing procedures and safer working conditions [6].

This project aims at developing a gesture-controlled bionic hand system as a solution
for handling chemicals, offering safe contactless handling of hazardous materials in man-
ufacturing and laboratory settings [7]. An ESP32 microcontroller is used in this project as
a processor for hand gesture data because of its dual-core design, low cost, and integration
of Wi-Fi and Bluetooth [8]. The movement of the hand is detected by a camera module
and processed with computer vision methods and translated into servo commands using
a pulse wave modulation (PWM) servo driver to operate the bionic hand with precision

[9].

2. Materials and Methods

The design is centered on modularity and ease of assembly with quick maintenance
and upgrading options.

The bionic hand is 3D printed with corrosion-resistant materials, and Teflon (PTFE)
is used, which is renowned for its ideal chemical and thermal resistance. Each finger’s
three segments, which match the phalanges and control the body’s natural flexing and
gripping movements, make up the anthropomorphic finger arrangement. The palm con-
tains the servo driver, ESP 32 microcontroller, and other electronics. When moving, inter-
nal cable management prevents the cables from tangling or shattering.

The mechanical system functions by scanning hand movements by means of a cam-
era that captures the real-time movement. These inputs are then processed by computer
vision algorithms to recognize certain movements. When a gesture is recognized, it is
transmitted in the form of a control signal to the ESP32 microcontroller. The ESP32 deci-
phers the command and transmits proper signals to a PWM servo driver, which activates
the respective servo motors as shown in Figure 3. The finger is controlled by each motor
via nylon tendons, and the bionic hand is designed to replicate natural extension and flex-
ing. The system is calibrated for proper and responsive finger control after assembly. The
overall block diagram and circuit diagram have been shown in Figure 2a,b.
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Figure 2. (a) Block Diagram; (b) Circuit Diagram.

3. Results and Discussions

The gesture-controlled bionic hand converts hand gestures into digital signals to reg-
ulate finger movements. It is possible to have the thumb, index, middle, ring, and pinky
fingers open or closed. These states are captured by a camera and processed by computer
vision. The result is a 5-bit digital output, where each bit represents the state of a finger (1
for open, 0 for closed). In response to this binary command, the ESP32 microcontroller
activates the corresponding servo motors, simulating the hand gesture. Each bit of the 5-
bit digital output generated by the identified gesture controls a servo motor. One finger
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of the bionic hand is matched and paired with each servo. When the servo is set to a value
of 1, the finger is in the open position; when it is set to a value of 0, the finger is in the
closed position. This makes it possible to control specific finger movements in real time
using user gestures. Table 1 shows how digital outputs are mapped to servo motor states.
As seen in Figure 4, the system detects hand gestures using real-time computer vi-
sion. Red dots indicate the joint positions of each finger in the right hand, which is cap-
tured and subjected to keypoint detection analysis. The corresponding digital output is
simultaneously shown as a 5-element binary array in the Python console.

Table 1. Mapping of 5-bit digital output to individual servo motor ON/OFF states.

Digital Output Servomotor
1 2 3 4 5
11111 ON ON ON ON ON
00000 OFF OFF OFF OFF OFF
10000 ON OFF OFF OFF OFF
01000 OFF ON OFF OFF OFF
00100 OFF OFF ON OFF OFF
00010 OFF OFF OFF ON OFF
00001 OFF OFF OFF OFF ON
01100 OFF ON ON OFF OFF
01110 OFF ON ON ON OFF
01111 OFF ON ON ON ON
00111 OFF OFF ON ON ON

Individual element in the array represents a finger in the following order: thumb,
index, middle, ring, and pinky, where 1 indicates an open finger state and 0 indicates a
closed state. The consistent output of [1, 1, 1, 1, 1] is used to identify each finger as open.

Figure 4. IDLE shell window.

By using a camera to detect finger positions, the bionic hand mimics human gestures.
As seen in Figure 5a, all fingers are in the open position when the command is [1, 1, 1, 1,
1]. Similarly, as shown in Figure 5b, a command of [0, 0, 0, 0, 0] closes all fingers.

(b)
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Figure 5. (a) Bionic hand in fully open position (command: 11111); (b) Bionic hand in fully closed
position (command: 00000).

By transmitting mixed binary values, such as [1, 0, 1, 0, 1], the system can also recog-
nize partial gestures, allowing for individual finger movement. These binary values are
decoded by the ESP32 microcontroller, which then transmits the appropriate signals to
the servo motors, which use tendon-driven.

Moreover, experiments with various hand postures demonstrated that the system
could recognize both simple and complex patterns with high accuracy which is shown in
Table 2. The commonly used gestures “all fingers open” and “all fingers closed” had al-
most perfect recognition within 210-220 ms, which made the response seem instantaneous
to the user. Even for more complex gestures such as “thumb only” or blended finger dis-
plays, detection performance was still stellar (~94% accuracy) with a small increase in pro-
cessing time (250-280 ms). This further solidifies the prototype’s reliable real-time perfor-
mance for secure and efficient robotic control. prototype for secure and efficient robotic
control.

Table 2. System Accuracy and Response Time Evaluation.

. Lighting Condi- Average Response
Test Scenario 8 .g Detected Gesture Accuracy (%) .g P
tion Time (ms)
All fingers open) Normal [1,1,1,1,1] 98.5 210
All fingers closed) Normal [0,0,0,0,0] 97.8 220
Thumb only Normal [1,0,0,0,0] 95.2 250
Mixed finger pattern Normal [1,1,0,1,0] 94.6 280
4. Conclusions
The gesture-controlled bionic hand developed in this project offers a reliable, cost-
effective, and secure alternative to handling hazardous chemicals by hand. To precisely
mimic human hand movements in real time, it combines camera-based gesture detection,
ESP32 microcontroller logic, and precise servo motor actuation. This innovative system
significantly reduces the risk of chemical exposure while improving safety in laboratory
and industrial environments.
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