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Abstract 

The recent synergistic explosion of Artificial intelligence and the world of machines, in a 

bid to make them smarter entities as a result of the fourth industrial revolution, has re-

sulted in the concept of chatbots which has evolved over the years and gained heightened 

attention for the sustainability of most human corporates. Organisations are increasingly 

utilising chatbots towards enhancing customer engagement through the process of agent 

based autonomous sensing, interaction, and enhanced service delivery. The current state 

of the art in the chatbot technology is such that the system lacks the ability to conduct text-

sensing in a bid to acquire new information or learn from the external world autono-

mously. This has limited the current chatbot systems to being system controlled interac-

tive agents hence, strongly limiting their functionalities and posing a question on the pur-

ported intelligence. In this research, an integrated framework that combines the function-

alities and capabilities of a chatbot and machine learning was developed. The integrated 

system was designed to accept new text queries from the external world and imported to 

the knowledge base using the SQL syntax and MySQL software. The search engine and 

decision-making cluster was built in the Python coding environment with the learning 

process, solution adaptation and inference, anchored using Reinforcement machine learn-

ing approach. This mode of chatbot operation, with an interactive capacity is known as 

the mixed controlled system mode, with a viable human-machine system interaction. The 

smart chatbot was assessed for efficacy using performance metrics (response time, accu-

racy) and user experience (usability, satisfaction). The analysis further revealed that sev-

eral self-governed chatbots deployed in most corporate organisations, are system-con-

trolled and significantly constrained hence, lacking the ability to adapt or filter queries 

beyond their predefined database when users employ diverse phrasing or alternative 

terms in their interactions.  
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1. Introduction 

Chatbots powered by artificial intelligence (AI) are rapidly being used as strategic 

sensing tools for the improvement of customer relationship management (CRM) by deliv-

ering real-time help, boosting service sensory activities, accessibility, and personalising 

user experiences. Their integration with customer service frameworks addresses typical 

CRM difficulties such as inefficient data handling, inconsistent service delivery, and lim-

ited operational hours [1]. One important factor influencing chatbot adoption is user sat-

isfaction. According to [2], chatbot functionalities—such as anthropomorphic traits, ease 

of use, response accuracy, and interactivity—influences user satisfaction. According to [3], 

chatbots that exhibit human-like traits are viewed as empathetic as they increase user en-

gagement and satisfaction through service sensors and cognitive intelligence. Privacy is-

sues, however, continue to stand in the way of wider acceptance. It was stated in [4] that 

user’s comfort and contentment may be negatively impacted by perceived risks related to 

AI systems handling data. This suggests that chatbot design must incorporate service sen-

sors privacy and trust. 

Due to the current state of the art in chatbot technology, the system is unable to carry 

out text-sensing to learn from the outside world or gain new information on its own. This 

has severely restricted the capabilities of the existing chatbot systems and raised doubts 

about their alleged intelligence by confining them to system-controlled interactive agents. 

In this research, the goal is to create a more intelligent, adaptive, and context-aware chat-

bot framework by incorporating machine learning techniques, such as deep learning and 

reinforcement learning, into a chatbot system to enhance its knowledge base by storing 

new queries to increase the chatbot’s effectiveness and efficiency. 

Ref. [1] conceived chatbot performance using three essential quality factors, drawing 

on information systems theory: System quality encompasses responsiveness, availability, 

and flexibility. Poor system sensors performance can lower user engagement and cause 

decision-making to be more difficult. Information Quality: User perception and system 

confidence are strongly impacted by the accuracy, comprehensiveness, and relevancy of 

chatbot responses [5]. Service Quality: Characteristics like certainty, empathy, and de-

pendability influence customer satisfaction and intent to use the chatbot again. The triadic 

effects of system, information, and service quality on satisfaction and loyalty in AI-as-

sisted CRM are highlighted by earlier [6], which is consistent with these dimensions. In-

tegration with current databases and systems must be easy for chatbot deployment to be 

effective. Ref. [7] claimed that implementing a chatbot on well-known platforms, such as 

WhatsApp, improves its efficacy and reduces user entrance barriers [1] through devel-

oped context-aware discourse systems using Transformer-based models and long short-

term memory (LSTM). CRM performance in academic contexts was greatly improved by 

real-time data processing and service automation made possible through integration with 

a university database via secure APIs. 

Advances in service sensors schemes, machine learning (ML), natural language pro-

cessing (NLP), and artificial intelligence (AI) have significantly changed the chatbot de-

velopment industry. Understanding the architectural, functional, and evaluative founda-

tions of conversational agents is essential as they become more and more integrated into 

digital ecosystems. Ref.[8] provided a literature review with a thorough examination of 

previous studies, tracing the development of chatbot technologies, breaking down their 

essential elements, and assessing the methodologies that determined their effectiveness. 

It places Cahn’s contribution in larger scholarly and technical discussions, emphasizing 

both his groundbreaking research and new developments in conversational AI. 

Alan Turing’s idea of the imitation game, sometimes called the Turing Test [9], is 

often cited as the intellectual origin of chatbot systems. “Can machines think?” was the 

crucial question posed by Turing’s theoretical framework. According to [8], ELIZA paved 
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the way for rule-based dialog systems by identifying keywords and translating them into 

pre-programmed responses. This paradigm was expanded by later inventions like ALICE 

[10], which used Artificial Intelligence Markup Language (AIML), and PARRY [11], which 

imitated a paranoid schizophrenic. These systems included domain-specific response ca-

pabilities and hierarchical rule structures, but they remained essentially deterministic. The 

emergence of virtual assistants such as Amazon’s Alexa and Apple’s Siri highlights a 

move away from symbolic to sub-symbolic AI approaches and is an example of the move-

ment to systems that use statistical models and real-time web-based knowledge retrieval. 

In [8], it was stated that evaluation is essential to chatbot creation since it guarantees the 

system’s linguistic integrity, user satisfaction, and functionality. The PARADISE (PARA-

digm for DIalogue System Evaluation) framework, which combines subjective and objec-

tive measurements, is thoroughly described by [8]. While objective metrics concentrate on 

task completion, dialogue cost, and system efficiency, subjective measures include user-

reported satisfaction on aspects including naturalness, friendliness, and readiness to reuse 

[12]. 

A chatbot can sense, comprehend, extract and interpret meanings from human inputs 

via service sensors and metrication processes, and natural language processing. The re-

search in [8] went into details about important NLP tasks like sensing, information extrac-

tion, intent categorization, and Dialogue Act (DA) recognition. To classify input sequences 

and determine semantic structure, Bayesian techniques such as n-gram language models 

and Naïve Bayes were used, along with discriminative techniques such as Support Vector 

Machines (SVMs) and Conditional Random Fields (CRFs). The interpretation layer was 

further enhanced by Named Entity Recognition (NER), Part-of-Speech (POS) tagging, and 

semantic role labeling [13]. 

There are three primary types of generating strategies: generative, rule-based, and 

retrieval-based models. ALICE and other rule-based systems depend on pre-established 

pairs. On the other hand, retrieval-based algorithms employ sizable collections of human 

dialogues (such as those found on Reddit and Twitter) and choose relevant answers using 

similarity scoring methods like TF-IDF and cosine similarity [8]. At the forefront of chatbot 

technology are generative models. Statistical Machine Translation (SMT) models that ap-

proach response creation as a translation task are covered by [8]. Sequence-to-Sequence 

(Seq2Seq) models that use recurrent neural networks (RNNs) and encoder-decoder archi-

tectures are more sophisticated. Based on past discourse, these models are trained to an-

ticipate answer sequences [14]. To maximize long-term conversation coherence and user 

engagement, reinforcement learning is used to solve issues such answer blandness and 

repetition [15]. The knowledge base serves as the foundation for a chatbot’s ability to re-

trieve information. While contemporary systems make use of web-scraped data, anno-

tated dialogue sets, and crowdsourced chat logs, early systems relied on manually created 

corpora [16]. Tracking user intent, controlling context, and producing responses that are 

appropriate for the situation are all part of dialogue management techniques. For state 

management, Ref. [8] emphasizes methods like policy-based reinforcement learning (RL), 

finite state machines, and Partially Observable Markov Decision Processes (POMDPs). 

The introduction of deep learning (DL) caused dialogue systems to undergo a para-

digm change. Direct answer creation from discourse history was made possible by RNNs, 

specifically Seq2Seq architectures [17,18]. These models learned representations from 

data, eliminating the requirement for manually constructed dialogue states. By adding 

latent variables, further developments like Variational Autoencoders (VAEs) improved 

generative capacities and allowed systems to provide more contextually appropriate and 

varied answers [19]. These methods also made it easier to train dialogue models from 

beginning to end, which helped make contemporary conversational agents more scalable. 

Although deep learning allowed algorithms to mimic human reactions, it did not ensure 
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user satisfaction or long-term coherence. In response, scholars started using RL to opti-

mize discourse policies according to long-term incentives [20]. Through reinforcement 

learning, the agent learns to select answers that optimize cumulative user satisfaction by 

redefining discourse as a sequential decision-making process. A lack of data frequently 

limits the initial applications of RL to simulations [21]. However, initiatives like the Am-

azon Alexa Prize created chances for “learning in the wild,” wherein real users were used 

to train and assess systems like MILABOT [19]. The creation of the MILABOT chatbot is 

an example of how developments in deep learning, statistical modeling, rule-based sys-

tems, and reinforcement learning have come together. Its real-world learning framework 

and ensemble architecture mark a major advancement in the creation of scalable, flexible, 

and captivating dialogue systems. MILABOT illustrates the effectiveness and feasibility 

of integrating deep reinforcement learning into conversational AI through supervised 

pretraining, reinforcement learning optimization, and deployment-based evaluation. 

2. Research Design and Approach 

This section presents research design and methodology, which integrated reinforce-

ment learning (RL) techniques into the chatbot system. The methodological articulation is 

premised on the integration of the sub-entities of the designed chatbot system and the 

training procedure that facilitated the process of text-query sensing intelligence and the 

corresponding cognitive response carried out effectively and efficiently in a bid to com-

municate with the querying client. Figure  presents the system’s architecture for the in-

tegrated framework. The architecture is premised on the Design Science Research (DSR) 

methodology, which utilises the concepts of design, build, and evaluate artifacts to ad-

dress challenging real-world issues. The research adapted Doyle et al.’s (2019) multi-

phase DSR model. 
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Figure 1. System’s Architecture. 

2.1. System’s Architecture 

Figure  depicts how the system functions from the time a client inputs text into the 

chatbot until a response is provided. The chatbot’s design is limited to accepting text in-

puts. Using the reinforcement machine learning approach as an anchor, the search engine 

and decision-making cluster were constructed within the Python coding environment, in-

corporating sensing, learning, solution adaption, and inference from necessary machine 

learning and NLP libraries. MySQL software was used to create the database; the database 

is queried using SQL syntax. Python is great at processing and interpreting data, while 

MySQL offers the organised framework for storing it. 

Key phases on how the system operated: 

• The User Input Phase 

Client puts query into the chatbot such as “is the bank open today?” 

The chatbot processed and interpreted the raw text. 

• Text processing phase 

The text is standardised by breaking it into words/tokens. 

NLP spaCy library is used for named entity recognition and identifies entities such 

as “bank”. This was to ensures that the input is standard for intent detection and 

embedding. 

• Transformer encoder phase 

The system was able to sense the input query and conduct cognition on it by analys-

ing the input to develop understanding. This process can be referred to as Sensors 

Analyses Gains Understanding (SAGU). 

SBERT transformed sentences into vector spaces and encodes them as dense embed-

ding vectors that will be used to conduct semantic search, clustering and information 

retrieval. The significance of embeddings lies in their ability to help the chatbot com-

prehend intent and compare queries to vector-space knowledge base items. 

• Knowledge base phase 

SBERT embedding is compared to what exists in knowledge base to find a match and 

the relevant text is retrieved 

• Search engine 

When no match was found in the knowledge base, T5 generated a response. The 

transformer decoder is the RL policy network as RL modifies its parameters accord-

ing to the quality of the generated response. 

• Output to client phase 

The client received a response that was generated/retrieved. 

• The query was sent to a banking agent when the system was unable to respond, and 

the result was returned to the library before being delivered to the client. 

• Feedback phase 

The chatbot requested feedback from client, by using thumbs up or down for the 

conversation. The conversation ends after feedback is provide and/or when client 

leaves the chat loop. 

• Reinforcement Learning (RL) phase 

RL was used for continuous improvement to update its policy and uses feedback as 

its reward signal to ensure that the chatbot gets better with time and learns which 

answers work best for clients. 
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Rewards are assessed as follows: 

- Thumbs up is a positive reward 

- Thumbs down is a negative reward 

The system-defined library’s rules: 

• To incorporate these new external text queries into its knowledge base utilising SQL 

approaches, the chatbot backend system was able to identify words, nouns, and verbs 

that are not present in the knowledge base. 

• To improve its clusters, the search engine was trained to add newly identified words, 

nouns, and verbs with a 90% matching rate to its knowledge base via matching con-

nections. 

• When the system failed to respond to a client query, the system was able to pull in 

an agent to obtain a response; the agent’s response was then saved in a library. 

As the sensor layer, user input records text queries in real time and sent them to the 

system for additional analysis. After learning, the chatbot used perception to identify in-

tent, context, and semantic similarity using natural language comprehension techniques 

like SBERT embeddings. Raw text is converted into structured representations that the 

system can use for reasoning by this perceptive layer. Expanding upon this, cognition was 

achieved by reinforcement learning algorithms and transformer-based decoders that con-

tinuously modified rules in response to user input while producing contextually relevant 

responses. This allowed the chatbot to develop into an intelligent, client-focused support 

system by sensing and perceiving client queries as well as cognitively assessing and opti-

mizing its responses. 

2.2. Transformer Encoder and Decoder 

A transformer is a neural network design that converts text into numerical represen-

tations called tokens, it’s based on the multi-head attention mechanism. After that, each 

token is converted into a vector by searching for it in a word embedding table. Each layer 

then contextualizes each token with other (unmasked) tokens within the context window 

using a concurrent multi-head attention approach, increasing the signal for important to-

kens and decreasing it for less important ones. Figure  shows the process flow that in-

volves transformers and illustrates what happened when an intent was found in the 

knowledge base (KB) as well as when no intent was found which then triggered the trans-

former decoder to generate a response. 

In this study we made use of Sentence BERT (SBERT) which is a version of BERT 

(Bidirectional Encoder Representations from Transformers) which generate dense, mean-

ingful representations of complete sentences. For Transformer decoder we made use of T5 

(Text-to-Text Transformer) to generate response when information is not retrieved from 

knowledge base. 
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Figure 2. Transformer Enhanced Chatbot Query Handling. 

2.3. Reinforcement Learning 

The reward function in RL was essential for regulating the learning process and con-

trolling the behaviour of the system. The chatbot had to produce factually accurate, con-

textually relevant, and user-friendly responses. The RL agent gained knowledge by acting 

in the environment, changing its present state, and producing a reward Markov Decision 

Process (MDP): 

State (s): user query and conversation history. 

Action (a): The decoder’s generated response. 

Reward (r): Ranks the quality of the generated answer. 

Policy (π): The algorithm used by the chatbot to generate responses, parameter θ 

 

 

T = dialogue horizon 

γ = discount factor for rewards 

The aim was to determine a policy that maximizes the reward. 

2.4. Model Development 

Several interdependent layers of system architecture, such as natural language com-

prehension, knowledge base, machine learning, RL model integration, and system 
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orchestration, were required to develop the integrated framework. The process of design-

ing a chatbot system involves several key stages: 

Design Phase 

During the design phase, the chatbot’s goals, functionalities, and user experience are 

defined. Key aspects include: 

Sensing the Use Case 

• The chatbot was designed as a live chat assistant for customer service and support 

via service centric sensors. The chatbot was modelled for a banking service system. 

Design of Conversational Flow 

• Construct grammatical data structures 

• Formulating answers 

Selecting the required technologies: 

• AI-powered chatbot 

• Using NLP libraries and machine learning models 

• Integrating RL model as backup plan for the model to address unidentified/new que-

ries 

2.5. Development Phase 

During the development stage, the chatbot was constructed utilising NLP libraries, 

AI models, database management and a programming language. Key steps include: 

Selecting a Development Framework 

• MySQL was used to create and store the database, while SQL syntax was used for 

queries. 

• The chatbot was created using Python as the programming language. 

• SpaCy to processing text input. 

• Transformer encoder and decoder were used to retrieve a response and generate a 

response respectively. 

• Integrating RL for continuous improvement. 

Chatbot training 

• Constant learning through feedback loops and RL techniques 

Integration of Backend 

• Python libraries are used to connect the database to the coding environment. 

Frontend & Deployment Channels 

• Python was used to develop the chatbot, and the Python terminal was used for inter-

actions. 

2.6. Deployment Phase 

The deployment stage made sure the chatbot functions well in real-world settings, 

and it is then continuously optimized. 

• The Python terminal was used for the chatbot interactions 

• Performance tracking and enhancement took place by monitoring the learning phase 

and documenting database modifications as audit logs 

• Making frequent modifications to the database in accordance with user interactions 

and responses 
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The DSR methodology offered an organised and iterative way for designing, devel-

oping, deploying and evaluating a practical structure for integrating RL into chatbot sys-

tem. 

3. Results and Discussion 

This section presents the chatbot system’s performance results. The database was de-

signed for the banking system, where clients enquire about the bank being open for busi-

ness or operating for the day. The sample of what exists in the database is shown in Figure 

. 

 

Figure 3. Preliminary Test Database Library. 

A client interacted with the chatbot and enquired if the bank was operating or open 

on that day. RL updates its policy of correctness and storing new queries once the client 

gives feedback from sensory perception and cognitive response activities. The following 

2 scenarios detail the interactions and how the integrated framework improves the adapt-

ability and accuracy of the chatbot system. 

Scenario 1 explains a situation whereby the chatbot successfully responded to client 

queries by retrieving answers from the knowledge base. 

Scenario 1: Chatbot successfully responded to client queries and received positive feed-

back. 

Client: “Hello” 

Chatbot: “Hi there! How can I help?” 

Client: “What time do you open? 

Chatbot: Yes, we are open today from 9am to 4pm” 

Client: “Is the bank not shut?” 

Chatbot: “Yes, we are open today from 9am to 4pm” 

Chatbot: “Rate the interaction by reacting with a thumbs up or thumbs down” 

Client: “Thumbs up reaction” 

Client: “Goodbye” 

Chatbot: “Goodbye! Have a great day!” 

In scenario 2, the client’s query gets routed to an agent when the system failed to 

generate a response. The system then learns from the agent’s response to improve and 

expand its knowledge base. 

Scenario 2: Chatbot failed to respond to client’s query, agent successfully responded to 

client’s query and the overall interaction received positive feedback. 
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Client: “Hello” 

Chatbot: “Hi there! How can I help?” 

Client: “What time do you open? 

Chatbot: Yes, we are open today from 9am to 4pm” 

Client: “Is the branch in Hatfield open?” 

Chatbot: “Wait for feedback” 

Client: “Hatfield operating hours?” 

Chatbot: “You are being routed to an agent” 

Agent: “Reviewing your message” 

Agent: “Hatfield branch is open from 9am to 4pm” 

Agent: “Is there anything else I can help with?” 

Client: “No thank you” 

Agent: “Routed back to chatbot” 

Another day’s interaction with a client 

Client: “Is the branch in Hatfield open?” 

Chatbot:“ Yes, Hatfield branch is open from 9am to 4pm” 

Chatbot: “Rate the interaction by reacting with a thumbs up or thumbs down” 

Client: “Thumbs up reaction” 

To continuously expand its knowledge base, the chatbot system was built with an 

adaptive learning and sensing mechanism that allowed it to learn and store new queries 

in real time. An integrated feedback loop was used to do this, identifying queries that did 

not correspond to any pre-existing solutions. By reducing repetition in unanswered que-

ries, increasing accuracy over time, this dynamic learning approach to store new queries 

made sure the chatbot developed with user interactions. 

4. Conclusions 

An essential component of the chatbot system’s overall effectiveness is its implemen-

tation of an adaptive service sensors scheme and learning mechanism. The knowledge 

base was regularly improved and changed to reflect real user interactions by allowing the 

system to receive via in-built service sensors scheme and store new queries in real time. 

This feature decreased the frequency of unanswered or repeated requests, ensuring that 

the chatbot stayed contextually relevant and grew more accurate over time. This self-im-

proving, adaptive architecture showed how reinforcement learning-based conversational 

chatbots may advance from static, rule-based frameworks to intelligent, autonomous 

knowledge management systems that can scale and evolve over time. Future research will 

expand on the knowledge base and user experiences to handle a wider range of client 

inquiries utilizing banking services. 
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