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seein to =olve this problem
through 8 harmonious
combination of reinforcernent
Tearning and hierarchical
SENSOY processing systems <o,
the former evidenced by a
wealth of heural data revealing
notable parallels between the
phasic signals emitted by
dopaminergic neurons and
temporal difference
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algovithms”™ (Mnin, Hassabis, et
al. 2015, p. 528).
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+ Is theve any proof that the
human and animal brains,
particularly considering the
behaviors of dopaminergic
newrons work like the
reinforcement learning
algorithms used by the THIN?

+ A good performance at
brealout can be considered,
m itsell, mntelligent behavior?

Iz the brain a good model
for machine intelligenee’
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Outline

« T'urings definition of
intelligence

- Wiener's concept of black box

- Google AI why it 1s important

for the company

- Knowledge/power in action in

establishing the capabilities of
the machines



urings social
definition of
Intelligence

the extent to which we regard
something as behaving in an
intelligent manner is determined as
much by our own state of mind and
training as by the properties of the
object under consideration. If we
are able to explain and predict its
behavior or if there seems to be a
little underlying plan, we have little
temptation to imagine intelligence
(Turing 1948/2004, 431)
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black box philosophy

All scientific problems begin as
¢losed-box problems, Le., only a few
of the significant variables are
recognized.[+++] The setting up of a
simple model for a closed-box
assumes that a number of variables
are only loosely coupled with the
rest of those belonging to the
system. [***] Many of these small
compartments may be deliberately
left closed, because they are
considered only functionally, but
not structurally important.
(Rosenblueth Wiener 1945, p.319)
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Google Al strategy:
the secret

Google x| + the Al
new companies

The innovation buying
campaign of Google, the
creation of moon shots,
Ex. driverless car,
wearable technology,
human-like robotics, and
computers champions at
videogames
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DeepMiInd results

(feb.2015)

the system deep-Q-network was
capable to perform as well as
the humans at a suite of classic
Atari 2600 games, after some
long training.

The DQN used the reinforsment
learning together with deep
learning technigues, in
particular the DQN did well
with Breakout (destroy a wall
brick by brick)
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Demis Hassabis
vision of the
experiment

“humans and other animals
seem to solve this problem
through a harmonious
combination of reinforcement
learning and hierarchical
SENSOry processing systems ---,
the former evidenced by a
wealth of neural data revealing
notable parallels between the
phasic signals emitted by
dopaminergic neurons and
temporal difference
reinforcement learning
algorithms” (Mnih, Hassabis, et
al. 2015, p. 529).




The narrative
of DQN

« Is there any proof that the
human and animal brains,
particularly considering the
behaviors of dopaminergic
neurons work like the
reinforcement learning
algorithms used by the DQN?
- A good performance at
breakout can be considered,
in itself, intelligent behavior?







« The evocative character of
language and its vague,
ambiguous status mtroduces
uncontrolled leaps of meanings,
metaphors, and the pre-scientific
arguments

The relationship between
knowledge and power is relative
to the objects themselves: every
representation 1s a
transformative action on the
object itself




Is the brain a good model
for machine intelligence?

According to Demis Hassabis yes, but we
need to "better understand the brain's
workings at the algorithmic level- the
representations and processes that the
brain uses to portray the world around us.
It we know how conceptual knowledge was
formed from perceptual inputs, it would
crucially allow for the meaning of symbols
In Al language systems to be grounded 1n
in se;nsory 'reality" (Nature 23 feb. 2012,
4063




Comment pourrait

é tre € labor é e une
conception gé n é rale
des relations entre la
constitution d'un
savoir et l'exercice du
pouvoir? Foucault
1980, 902

Michel Foucault o
power/knowledge

Comment, conf e re-t-elle
du pouvoir a la raison et
a sa raison? Comment
constitue-t-elle sa
rationalit &€ et comment la
donne-t-elle comme la
raison en gé n é ral?
Comment, au nom de la
raison, ¢ tablit-elle le
pouvoir des hommes sur
les choses? Foucault 1980,
903

Comment partage-t-on ce
qui est 1€ gal de ce qui ne
1" est pas? Le pouvoir qui
estconféré a la loi, les
effets de partage que la loi
va introduire dans une
société, les

m ¢ chanismes de
contrainte qui supportent
le fonctionnement de la loi
[---] Foucault, 1980, 904
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hat 1s and
what 1s not legal?

- For how long the self-driving
car will be forbidden in
California and elsewhere?
There are already some
permissions for the
experimenting activities

« Who i1s caring about privacy
in the big data time?

- What about health

Information secrecy 1n times

of e-health?




Once acquired,
DeepMind
pushed Google to
create an ethics

According to
Spinoza there
1S no ethics

norm in itself,

1t is the board to define
output of the what was right
social and and what was
political | wrong with
environment g experimentation
and A in Al
agreement

Ethics and compliance team:
"With outside ethics counsel to
ensure compliance with all
relevant political laws and the
associated filings and reports”
http://www.google.com/

DUDIICDOTICY] transparency.htm




If all the rules come from inside
the company, what can we expect?
LLanguage of science governs
meanings and mterpretations
There 1s no universal definition of
intelligence, but we are prepared to
accept a social definition of what is
and what is not intelligent

As suggested by Hassabis 'discourse
1’ we look for the "brain's working
at the algorithmic level” we find
the brain's algorithms whether
they exist or not

It 1s not possible to underestimate
the connection between power and
knowledge in Al researches,
especlally when powered by the
most important internet company

U



So what?

If we accept the representing
and intervening connection
within science that was
underlined from the 80s
(Hacking, Latour) we need to
assess carefully all Al researches
because they are mtervening on
the representation of the human
intelligence

The reason' of Al science
Imposes what 1s intelligence,
and how the brain works: this is
a rather puzzling paradox and a
true knowledge/object/ power
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