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Abstract: The realistic representation of deformations is still an active area of research, especially for
soft objects whose behavior cannot be simply described in terms of elasticity parameters. Most of
existing techniques assume that the parameters describing the object behavior are known a priori
based on assumptions on the object material, such as its isotropy or linearity, or values for these
parameters are chosen by manual tuning until the results seem plausible. This is a subjective process
and cannot be employed where accuracy is expected. This paper proposes a data-driven neural-
network-based model for capturing implicitly deformations of a soft object, without requiring any
knowledge on the object material. Visual data, in form of 3D point clouds gathered by a Kinect sensor,
is collected over an object while forces are exerted by means of the probing tip of a force-torque sensor.
A novel approach advantageously combining distance-based clustering, stratified sampling and neural
gas-tuned mesh simplification is then proposed to describe the particularities of the deformation. The
representation is denser in the region of the deformation (an average of 97% perceptual similarity with
the collected data in the deformed area), while still preserving the object overall shape (74% similarity
over the entire surface) and only using on average 30% of the number of vertices in the mesh.

Keywords: deformation; force-torque sensor; kinect; RGB-D data; neural gas; clustering; mesh
simplification; 3D object modeling

1. Introduction

The acquisition and realistic representation of soft objects deformations is still an active area of
research. Realistic, plausible models require the acquisition of experimental measurements using
physical interaction with the object in order to capture its complex behavior when subject to various
forces. This acquisition can be carried out based on instrumented indentation and usually involves
the monitoring of the evolution of the force (e.g., its magnitude, direction, and location) applied by a
force sensor accompanied by a visual capture of the deformed object surface to collect geometry
data. In order to collect 3D geometry data, a classical solution offering high precision are laser
scanners. They are however expensive and the acquisition is often lengthy. Kinect proves to be a
simple, fast and cost-effective alternative that offers enough precision for this purpose. Data
provided by this sensor, has been successfully used for the reconstruction of 3D pointclouds of
objects by merging data from multiple viewpoints for rigid [1] and non-rigid objects [2,3] as well. A
few open-source [4] and commercial solutions [5] are also available. Once 3D data is collected,
various approaches can be used for representing a deformable object such as: mass-spring models
[6], finite element method (FEM), Green functions [7], and Non-uniform rational basis spline
(NURBS) [8], just to mention a few. Most of these assume that the parameters describing the object
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behavior are known a priori or values are chosen by manual tuning until the results seem plausible.
This is a subjective process and cannot be employed where accuracy is expected. Researchers tried to
overcome this problem by recuperating parameters based on a comparison between the real and
simulated object. Zaidi et al. [6] model an object in interaction with a robot hand as a non-linear
isotropic mass-spring system. In [9], the stiffness properties of mass-spring models are estimated by
applying force constraints, recording the displacements and comparing them between the reference
and the estimated model using particle filters. The authors of [10] present a genetic solution to
identify the stiffness of mass-spring-systems by using a linear FEM model as reference. In order to
compute the elasticity parameters, Frank et al. [11] minimize the difference between the real object in
interaction with a force-torque sensor and the simulated object (homogeneous and isotropic) in form
of a linear FEM model.

In this context, the objective of this work is to propose an original solution for the
representation of the deformation of soft objects based on force-torque and 3D vision measurements.
The solution does not make assumptions on the material of the object, such as its isotropy or
homogeneity, and capitalizes on an advantageous combination of distance-based clustering,
stratified sampling and neural gas-tuned mesh simplification. The paper discusses the data
acquisition process, its preparation, the deformation characterization and quality estimation issues.

2. Proposed Framework for Soft Object Deformation Representation

2.1. Data Acquisition

In order to collect data on soft object deformation, forces are exerted by physical interaction with the
probing tip of an ATI force-torque sensor, as illustrated in Figure 1a. The Kinect sensor is employed to
collect 3D pointclouds representing the object by turning the sensor around the object of interest
following the trajectory marked by blue arrows in Figure la and integrating the partial collected
pointclouds using a commercially-available solution [5]. An example of resulting object mesh is shown
in Figure 1b.

Figure 1. (a) Acquisition of soft object deformation behavior; (b) raw data; and (c) cleaned model.

During the interaction, the force magnitude is monitored as well as the angle of the probing tip
with respect to the object’s surface. The interaction parameters with the force-torque sensor are
recuperated via a serial port. A script is used to recuperate in real-time the measured force
magnitude over the x, y and z axes sent by the sensor. The force magnitude F at point P at the
moment ¢ is then computed as the norm of the three orthogonal force components along the x-, y-
and z-axes as Fp =.,/FZ + F? + F7. At the same time, images of the setup are collected using a
camera during each measurement step, each 10 s, in order to recuperate with the help of image
processing software, the angle of the probing tip with respect to the surface of the object.

2.2. Data Preparation

Because of the different sampling rates of the force-torque sensor, of the angle information
collection and of 3D data acquisition, a synchronization process is required to associate the correct
surface deformation with the corresponding angle and force magnitude measurements. This is
achieved by calculating a mean of all measurements gathered over the time it takes for the 3D model
to be collected (e.g., in the interval t1 — f2), namely: (1) the mean of the measured force magnitude
values returned by the force-torque sensor: Fp, = Z?:tl Fp/n, where n is the number of readings
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returned by the sensor in the interval t1— 2 and (2) the mean of the angle values computed over the
series of images: ap, = Z?:tl ap/m, where m is the number of images captured in the interval t1— t2.
The deformed object model is therefore considered to be the result of the application of a force with a
magnitude equal to the computed average magnitude Fp, and applied at an angle equal to the
calculated average angle value, ap,.

The 3D data collected contains undesired elements, such as the table on which the object is
placed, the fixed landmarks required by the software to merge data from multiple viewpoints and
the probing tip, as it can be noticed in Figure 1b. These are eliminated in part automatically (e.g.,
table and landmarks), in part manually (e.g., probing tip). The holes around the probing tip are
filled using Meshmixer [12], in order to obtain clean meshes of the deformable object (Figure 1c).

2.3. Deformation Characterization

Starting from the cleaned mesh, in order to better characterize the deformation around the
probing point, instead of using the entire collected pointcloud (Figure 2a) we first construct a
selectively-densified mesh (Figure 2b), in which the area around the point of interaction between the
probing tip and object surface is preserved at higher resolution, while the other areas are simplified.
This ensures the deformed area around the probing tip has a higher density than the rest of the
object’s surface. In order to achieve this, similar to the approach proposed in [13], the QSlim [14]
algorithm is adapted to only simplify points that are not the interaction point with the probing tip
and its 12-degree immediate neighbors. The value of 12 is chosen by trial and error, as it allows to
correctly capture the entire deformed area over the 3D point clouds collected. This process ensures a
uniform representation of the object by defining an equal number of faces, representing 30% of the
faces in the initial model for all the instances of a deformed object. The 30% is obtained by
monitoring the evolution of the errors and of the computation time for an increasing percentage and
finding the best compromise between the two. The results are shown for three test objects in Figures
2b and 3b.

(a) (b) (c) (d) (e) (f)

Figure 2. Steps of the proposed method: (a) initial object mesh; (b) mesh with higher density in the
deformed area; (c) stratified sampled data for neural-gas mapping; (d) neural-gas fitting;
(e) neural-gas-tuned simplification; (f) neural-gas-tuned simplified object mesh.

Once this selectively-densified mesh is obtained, a stratified sampling technique is employed to
only retain a subset of data for neural-gas tuning. Stratified sampling is a technique that generates
samples by subdividing the sampling domain into non-overlapping partitions (clusters) and by
sampling independently from each partition. In particular, the mesh is initially clustered according
to the distance with respect to the initial non-deformed mesh. To detect the number of cluster to use,
the normalized interval between 0 and the maximum distance between the non-deformed mesh and
each instance of the deformed object under the study is gradually split in an increasing number of
equal intervals (=number of clusters) and the points in the deformed area around the probing tip (12
immediate neighbors) are compared with the cluster situated at the largest distance (red in Figure
2¢). It is desired that the highest possible number of points from the deformed zone is situated in this
cluster. During testing, the number of points of the deformed zone in this cluster is monitored, and
the process is stopped once the largest number of points in the deformed zone are found in this
cluster. A number of 5 clusters was identified to ensure the best results.

Once the number of clusters identified, points are sampled randomly but in various
proportions from each cluster to identify the adequate amount of data to be used by monitoring the
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evolution of errors described Section 2.4. The proportions are varied by taking into consideration the
fact that a good representation is desired specifically in the deformed area and therefore more
samples are desired for regions in which the deformation is larger. The adequate amount of data is
identified by trial and error, by varying iteratively the percentage of data randomly extracted from
each cluster from 25% to 90%, as further detailed in the experimental section. Figures 2c and 3d show
points sampled from the 5 clusters, with blue points belonging to the closer cluster to initial object
and green, yellow, orange and red points are increasingly more distant with respect to the initial
mesh (the deformed zone is shown in red). This stratified sampling is not sufficient, as the fine
differences around the deformed zone and over the object surface might not be appropriately
represented, which is the reason why a tuning of the selectively densified mesh is also executed
using a neural gas network. The choice of a neural gas network [15] is justified by the fact that it
converges quickly, reaches a low distortion error and it can capture fine details [16]. A neural gas
network is fitted over the sampled points and takes the form of the object, while preserving more
details in the regions where the local geometry changes [16]. This property allows to ensure that fine
differences around the deformed zone and over the surface of the object can be captured accurately
in the model. Using again the QSlim algorithm, the areas identified by neural gas are kept at higher
resolution in the simplification, by rearranging the triangles of the selectively-densified mesh.

2.4. Quality Evaluation

The quality of the resulting representation is evaluated from quantitative and qualitative point
of view. A first measure is computed using Metro [17] that allows comparing two meshes (e.g., the
full-resolution mesh of an object and its simplified version) based on the computation of the
Hausdorff distance. It returns the maximum (max) and mean distance (mean) as well as the variance
(rms). The second category of errors considered takes into account human perceptual quality
judgments. The normalized Laplacian pyramid-based image quality assessment error [18] is chosen
for this purpose. As this error is meant to be used on images, images are collected over the simplified
models of objects from 25 viewpoints and are compared with the images of the full-resolution object
from the same viewpoints. The error measures for each instance of an object are reported as an
average over these viewpoints. A qualitative evaluation of the results is obtained using Cloud
Compare [19] that allows visualizing the regions most affected by error in the simplified object.

3. Experimental Results

The proposed framework is tested on three objects with different materials, a rubber ball
(Figure 1a), a foam cube and a sponge (Figure 3a). Following the explanations in Section 2, and in
particular in Section 2.3, we have identified initially the number of clusters to be used. Figures 2c and
3d show the points sampled from these clusters, with red points belonging to the farthest cluster to
initial object (deformed zone) and with orange, yellow, green and blue points being increasingly
closer with respect to the initial mesh (blue = perfect match), for the combination of 87% from the
closest (red) cluster, 77%, 67%, 57%, respectively from the 2nd, 3rd and 4th cluster, and 47% from the
farthest distanced cluster points. Our tests revealed that overall, this is the best combination of
percentages for our dataset. To validate the proposed approach, Figure 4 shows the color-coded
comparison using Cloud Compare, between the measured object and its proposed representation
where the blue means perfect match and green, yellow, orange an increasing error and red, the
largest error (there is no link between these results and the colored clusters, even though the
representation is interpreted in the same way). Figure 4a,cie show the results after the
selectively-densified simplification around the probing point. It can be noticed that the error is
almost 0 (blue) in the deformed zone, as expected.

Once the neural gas is applied (Figure 4b,d,e respectively), the error decreases slightly over all
the objects due to a better disposition of triangles in the mesh, but stays very low in the deformed
zone. To validate quantitatively these results, we have computed the Metro and perceptual errors, as
an average over the top 5 best sampling percentages and over the instances of each object, as shown
in Table 1. It can be noticed that the overall perceptual similarity achieved is on average of 74% over
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the entire surface of the object and of 91% over the deformed area, with an average computing time
per object of 0.43 s on a Pentium III, 2 GHz CPU, 64 bit operating system, 4 GHz memory machine.

(c)

Figure 3. Results for the cube and sponge model: (a) initial object; (b) initial object mesh; (c) mesh
with higher density in the deformed area; (d) stratified sampled data for neural-gas mapping; (e)
neural-gas-tuned simplified object mesh and (f) final object model.

() (b) (©) (6

Figure 4. Color-coded results for the ball, sponge and cube with respect to initial full-resolution
model: (a) selectively-densified mesh around probing point for ball for Fp, = 4.5 N, ap, = 10° (b)
final mesh for ball Fp, = 4.5 N, ap, = 10°; (c) selectively-densified mesh around probing point for
sponge for Fp, = 3.7 N, ap, = 49° (d) final mesh for sponge for Fp, = 3.7 N, ap, = 49° (e)
selectively-densified mesh around probing point for cube for Fp, = 5 N, ap, = 85°% and (f) final
mesh for cube for Fp, =5N, ap, =85°.

Table 1. Error measures and computing time.

Metro Overall Perceptual Metro Error in Perceptual Error Computing
Error (e Overall Error Deformed Area (Similarity%) in Time/Object
Max/Mean/rms (Similarity%)  (e”) Max/Mean/rms  Deformed Area
Ball 16.7/5.58/7 .4 0.205 (79.5%) 24.3/3.05/4.69 0.082 (91.8%) 0.72s
Cube 46.2/11.8/17.2 0.286 (71.4%) 25.7/3.47/5.07 0.127 (87.3%) 0.35s
Sponge 21.6/5.09/7.55 0.281 (71.9%) 22.4/2.29/3.51 0.070 (93.0%) 0.23s
Average 28.16/7.49/10.7 0.257 (74.3%) 24.13/2.93/4.42 0.093 (90.7%) 0.43 s

4. Conclusions

The paper proposed an innovative data-driven representation of soft objects based on
selectively-densified simplification, stratified sampling and neural gas tuning. The proposed
solution avoids recuperating elasticity parameters which cannot be precisely and accurately
identified for certain materials such as foam or rubber, as those used in the context of this work
therefore eliminating the need to make assumptions on the material, such as its homogeneity or
isotropy, assumptions that are often encountered in the literature.
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