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Abstract: Software clustering is usually used for program comprehension.
Since it is considered to be the most crucial NP‐complete problem, therefore,
several genetic algorithms have been proposed to solve this problem. In the
literature, there exist some objective functions (i.e., fitness function) which
are used by genetic algorithms for clustering. These objective functions
determine the quality of each clustering obtained in the evolutionary
process of genetic algorithm in terms of cohesion and coupling. The major
drawbacks of these objective functions are the inability to (1) consider utility
artifacts, and (2) apply on another software graph such as artifact feature
dependency graph. To overcome the existing objective functions limitations,
this paper presents a new objective function. A new objective function is
based on information theory, aiming to produce a clustering in which
information loss is minimized. For applying the new proposed objective
function, we have developed a genetic algorithm aiming to maximize the
proposed objective function. The proposed genetic algorithm, named ILOF,
has been compared to that of some other well‐known genetic algorithms.
The results obtained confirm the high performance of the proposed
algorithm in solving nine software systems. The performance achieved is
quite satisfactory and promising for the tested benchmarks.
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Most search‐based software clustering algorithms use Artifact 
Dependency Graph (ADG) (or Module Dependency Graph) 
for modeling a software system
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The left figure comprises six program files namely a − f and two utility files namely 
g and h; 



Libraries and drivers are examples of utility artifacts.
Libraries provide services to many of the other artifacts, and
drivers consume the services of many of the other artifacts.
These files should be isolated in one cluster in the clustering
process because they tend to obfuscate the software’s
structure.
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In this paper, using information theory and the concept of
entropy, a new objective function is proposed, which can
solve the problems mentioned in the existing objective
functions and improves the quality of clustering. The aim
is to propose a new objective function that an evolutionary
algorithm (e.g., genetic algorithm) can use to put artifacts
with the minimum information loss into the same cluster.
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The BasicMQ has five shortcomings, as follows:
• the execution time of BasicMQ is high, which restricts its 
application to small systems,
• unable to handle the ADGs with weighted edges,
• only considers cohesion and coupling in the calculation 
of the clustering quality,
• unable to handle the non‐structural features,
• unable to detect utility artifacts.
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The TurboMQ has three drawbacks, as follows:
• only considers cohesion and coupling in the calculation 
of the clustering quality,
• unable to handle the non‐structural features,
• unable to detect utility artifacts.
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Most search‐based software clustering 
algorithms use BasicMQ and TurboMQ as 

objective function.
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In information theory, higher entropy reflects more
uncertainty; in contrast, lower entropy represents more
certainty. In the clustering problem, lower entropy is
preferred. In the clustering of software, it is ideal that the
selection probability of each feature of an artifact is the
same before and after clustering.
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We define information loss as follows:



The description of tested software systems
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The parameter setting for experiments
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Comparing the proposed algorithm against five search‐based 
algorithms
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Results and Discussion

The proposed algorithm, named ILOF, is compared on
nine software systems with five algorithms in terms of
silhouette coefficient, denoted by SC, and Separation. We
chose the mean of results for each algorithm over 20
independent runs. The results demonstrate that the
clustering achieved with ILOF are higher quality than
those achieved with other algorithms for all the ADGs in
terms of SC and separation.
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