A Novel Layer Sharing-Based Incremental Learning via Bayesian Optimization
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Abstract: Incremental learning means the methodology that continuously uses sequential input data to extend the existing network’s knowledge. The layer sharing algorithm is one of the representative methods which leverages general knowledge by sharing some initial layers of the existing network. In this algorithm, estimating how much initial convolutional layers of the existing network can be shared as the fixed feature extractors for incremental learning should be solved. However, the existing algorithm selects the sharing configurations through not a proper optimization strategy but a brute force manner. Accordingly, it has to search for all possible sharing layer cases, leading to high computational complexity. To solve this problem, we firstly define this problem as a discrete combinatorial optimization problem. However, this problem is a non-convex and non-differential optimization problem which can not be solved using the gradient descent algorithm or other convex optimization methods, even though these methods are the powerful optimization techniques. Thus, we propose a novel efficient incremental learning algorithm based on Bayesian optimization, which guarantees the global convergence in a non-convex and non-differential optimization problem. And the proposed algorithm can adaptively find the optimal number of sharing layers via adjusting the threshold accuracy parameter in the proposed loss function. The proposed method produces the global optimal sharing layer number in only 6 iterations without searching for all possible layer cases in experimental results. Hence, the proposed method can find the global optimal sharing layer and achieve both high combined accuracy and low computational complexity.
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1. Introduction

Recently, computer vision technologies, including image recognition and object detection, have developed rapidly in the field of deep learning. Despite these remarkable achievements, one of the significant challenges in neural network-based computer vision algorithms is learning new tasks incrementally, like the cognitive process of human learning [1,2]. Three conditions are needed for the successful incremental learning algorithm:

i  The subsequent data from new tasks should be trainable and be accommodated incrementally without forgetting any knowledge in old tasks, i.e., it should not suffer from catastrophic forgetting.
ii The overhead of incremental training should be minimal.
iii The previously seen data of old task should not be accessible when it is training incrementally.

For incremental learning, most previous works have focused on using knowledge from previous tasks and transferring them to a new task [3]. Sarwar et al. proposed an efficient training methodology,
called ‘clone-and-branch’, leveraging general knowledge from previous tasks to learn subsequent new tasks by sharing the initial convolutional layers of base networks as fixed extractors and fine-tuning in the new branch [4]. Optimal sharing layer selection is a non-convex and non-differential problem, so it cannot be solved using the gradient descent algorithm or convex optimization method. Thus in [4], they explore all possible sharing layer cases to find the optimal sharing layers that meet quality specifications, and then utilize similarity score. Hence, [4] requires high computational complexity and time consumption to train all possible cases. To solve this limitation, the proposed method utilizes a Bayesian optimization (BayesOpt) to get the optimal number of sharing layer without considering all possible cases. The BayesOpt guarantees the global convergence in discrete combinatorial optimization problem [5,6]. Therefore, the proposed algorithm can find a global optimal sharing layer for layer sharing-based incremental learning.

In summary, the contributions of the proposed method are as follows:

- We firstly define the sharing layer ratio estimation problem for incremental learning as discrete combinatorial optimization problem with the global optimization strategy.
- By utilizing BayesOpt, the proposed method effectively computes the number of global optimal sharing layer without computing all possible cases.
- The proposed algorithm can adaptively find the optimal sharing layer ratio with target accuracy via adjusting the threshold accuracy parameter in the proposed loss function.
- To employ BayesOpt, the proposed objective function, which is a discrete function due to the number of layers, is designed to represent the combinatorial optimization problem with a step function as a continuous function.

2. Preliminaries

A deep convolutional neural network consists of multiple convolutional layers to extract hierarchical visual features [7]. By tracking the feature projection to these convolutional layers, the earlier layers extract the most basic part of an image, while the later layers extract much more detailed and sophisticated structures [7,8]. Incremental learning based on layer sharing technique leverages general knowledge from previously learned tasks to learn subsequent new tasks by sharing initial convolutional layers of base networks especially in a similar domain of input used in new task [3]. For efficient incremental learning, the training methodology called the ‘clone-and-branch’ technique use two training methodologies [4].

First of all, to select sharing layer number, they generate an ‘accuracy vs sharing’ trade-off curve. Because the problem of estimating the optimal sharing layer number is a non-convex and non-differential problem, there is a large overhead for training all possible cases and determining the optimal sharing configurations that meet quality specification from this curve. Next, to get the sharing capacity of the base network for new-task, a similarity score is utilized. Random samples of each class in a new task are passed through the pre-trained base network, and the number of repeating classes is regarded as a similarity score. However, utilizing the similarity score can not be robust on randomly few sampled data, because the similarity score essentially has approximation errors on accuracy degradation in incremental learning, so is not accurate or ideal.

3. Proposed Algorithm

In this section, we explain both the proposed objective function for selecting optimal sharing layer and optimization details of the proposed algorithm through Bayesian optimization.
3.1. Combined Classification Accuracy

To measure the quality of incremental learning with n initial sharing layers, the combined classification accuracy is defined by activating combined softmax of both the base network and the new branch network. The equation of the combined classification accuracy is as follows:

\[ L_{\text{Acc}}(n) = \frac{1}{N} \sum_{x_i \in D_N} n(x_i, d_i), \quad n(x_i, d_i) = \begin{cases} 1 & \text{if } F_{\text{base,new}}(x_i) = d_i, \\ 0 & \text{otherwise.} \end{cases} \] (1)

where \( N \) denotes the total number of data for testing combined classification, \( x_i \) is the \( i \)th data for testing, \( d_i \) is the label of \( x_i \), and \( n(x_i, d_i) \) denotes accuracy on \( x_i \), respectively. Therefore, if \( F_{\text{base,new}}(x_i) = d_i \), which means the output of the combined network, has the same value with the ground truth on \( x_i \), i.e., \( d_i \), it provides 1 or otherwise 0.

3.2. Target Combined Classification Accuracy

To compute the global optimal sharing layer adaptively, the proposed method simply defines target combined classification through degraded accuracy within the baseline as the required quality specification. The baseline is the combined classification accuracy without any sharing layer of the base network.

\[ L_{\text{Target}} = L_{\text{Acc}}(0) - T_{\text{Deg}}, \] (2)

where \( L_{\text{Acc}}(0) \) is the baseline and \( T_{\text{Deg}} \) is the threshold accuracy degradation value. Then, \( L_{\text{Target}} \) is the target combined classification accuracy. The reason of utilizing \( L_{\text{Acc}}(0) \) to define \( L_{\text{Target}} \) is that \( L_{\text{Acc}}(0) \) is the upper-bound value of accuracy, where every layer of the network is updated for new tasks without any network sharing.

3.3. Proposed Objective Function

The objective function \( L(n) \) with sharing some of the initial convolutional layers \( n \) is the linear-combination between \( L_{\text{Acc}}(n) \) and \( L_{\text{Target}} \). The \( n^* \) is the global optimal configurations for the target combined classification accuracy degradation in the incremental learning modeling, and it minimizes the objective function. Hence, the objective function is as follows:

\[ n^* = \arg \min_n L(n), \quad L(n) = ||L_{\text{Acc}}(n) - L_{\text{Target}}||_1. \] (3)

However, as selecting the number of global optimal sharing layers in the discrete optimization problem, the objective function has the form of a discrete function. This form can not be applied to BayesOpt, because the Bayesian optimization guarantees the global convergence in a continuous but non-derivative combinatorial optimization problem. To solve this problem, we change the proposed objective function in a continuous step function which can be solved by Bayesian Optimization.

3.4. Global Optimal Layer Selection via Bayesopt

In order to find the optimal number of sharing layers \( n^* \), the proposed algorithm solves this combinatorial selection problem through BayesOpt. The proposed method builds a statistical model for quantifying uncertainty using GP regression:

\[ P(L(n)|L(n_{1:k})) \] (4)

where \( n_{1:k} \) denotes \( k \) sampled sharing layer points, and \( n \) means unsampled sharing layer point. This function denotes the posterior distribution that describes potential values at a candidate sharing layer
where \( E_{k} \) is defined as \( E_{k}[\min(L(n) - L(n_{i}^{k}), 0)] \), and \( L(n_{i}^{k}) \) denotes the smallest observations during \( k \) iterations. Therefore, the proposed algorithm can find optimal and accurate sharing layer point by using Bayesian optimization. In addition, because the proposed loss function is shaped in continuous function, the BayesOpt in the proposed algorithm can converge to the global optimal sharing layer number, meeting incremental learning conditions.

4. Experiment Result

In this section, we show the experimental results that demonstrate the proposed algorithm can adaptively find the optimal number of sharing layers considering some threshold accuracy degradation. And also, we compare the results of the proposed algorithm with ‘clone and branch’ technique.

4.1. Implementation Details

To apply our proposed algorithm, we train ResNet50 [12] with CIFAR-100 [13] dataset. To make new classes have similar features as the old classes, we divide the CIFAR-100 to several datasets, which are chosen randomly and mutually exclusive. We train a base network with some classes, and then we update the network with remaining classes by retraining a new branch network only. When starting to retrain the branch network, we use the cloned weights of the base network instead of randomly initialized weights to have a good starting point for learning a new task.

4.2. Experimental Result

We divide CIFAR-100 into two sets, which comprise the number of classes for each set being 70 and 30. Then, we train a base network with 70 classes (T0) and update the branch new network with the rest of 30 classes (T1). Figure 1a shows the result of the selected optimal number of sharing layers through Bayesian Optimization as the threshold accuracy is 2% less than the baseline accuracy. The shaded area represents the uncertainty of unsampled points calculated through GP regression, and the black line is the posterior mean value of unsampled points. The red points denote the normalized loss value of sampled points, and the red line is drawn as the EI values based on GP regression results. In Figure 1b,c, the L2 distance of the consecutive observed points and the value of the calculated best-selected sample for every iteration are represented, respectively. Observing these results, we can find out that the 39th layer is the optimal number of sharing layers with 6 iterations. The combined classification accuracy value of the corresponding sharing layer is 67.84\%, while the baseline of classification accuracy is 69.74\%, as shown in Table 1. Additionally, we proceed to experiment with a different threshold value such as 3% less than the baseline accuracy, as depicted in Figure 1d–f. Thus,
we can get the optimal sharing configuration number of layers to be 47, having the accuracy of 67.03% in 6 iterations.

<table>
<thead>
<tr>
<th>Task</th>
<th>Classes</th>
<th>Network</th>
<th>with Sharing Layers</th>
<th>W/O Sharing Layers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Accuracy 2%</td>
<td>Accuracy 3%</td>
</tr>
<tr>
<td>T0</td>
<td>70</td>
<td>ResNet 50: 53 convolution, 53 batch normalization, 49 ReLU, 1 average pooling, 1 FC layer</td>
<td>67.84%</td>
<td>67.03%</td>
</tr>
<tr>
<td>T1</td>
<td>30</td>
<td></td>
<td>83.33%</td>
<td>81.17%</td>
</tr>
<tr>
<td>T0-T1</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Experimental results on the proposed algorithm

4.3. Comparison of Experimental Results for ‘Clone and Branch’

We divide CIFAR-100 into three sets. The 60 classes(T0) out of the 100 classes are used for training a base network, and the rest of the 30 classes(T1) and 10 classes(T2) are used for training each incremental branch network. In Table 2, we set the threshold accuracy of ‘T0-T1’ to 2.33% and that of ‘T0-T2’ to 1.6% for making fair comparisons with ‘clone and branch’ using similarity score [4]. In case of ‘T0-T1’, the proposed method can achieve the same accuracy result as the ‘clone and branch’ in only 4 attempts. In case of ‘T0-T2’, we get the same result as the ‘clone and branch’ in 9 attempts. As ‘T2’ has 10 classes, which is much smaller than ‘Base’, so it needs more attempts to converge because of reducing the tendency for combined classification accuracy.

<table>
<thead>
<tr>
<th>Task</th>
<th>Classes</th>
<th>‘Clone-and-Branch’ Technique</th>
<th>the Proposed Method</th>
<th>W/O Sharing Layers</th>
<th>Accuracy (Baseline)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
<td>the Optimal Layer</td>
<td>Accuracy</td>
<td>the Optimal Layer</td>
</tr>
<tr>
<td>T0</td>
<td>60(base)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T0-T1</td>
<td>60-30</td>
<td>66.73%</td>
<td>45</td>
<td>66.73%</td>
<td>45</td>
</tr>
<tr>
<td>T0-T2</td>
<td>60-10</td>
<td>68.74%</td>
<td>46</td>
<td>68.74%</td>
<td>46</td>
</tr>
</tbody>
</table>
5. Conclusions

In our work, we introduce a novel methodology for selecting a global optimal sharing layers for incremental learning via BayesOpt. The proposed methodology can adeptly find the number of sharing layers according to a given condition of accuracy degradation by adjusting the threshold accuracy parameter. The experimental results demonstrate that our method finds the precise sharing capacity of a base network for subsequent new tasks and converges in a few iterations. In conclusion, our proposed method is accurate and efficient. We solve the discrete combinatorial optimization problems for incremental learning by BayesOpt, which ensures global convergence.
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