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Abstract 
 
The current project is proposing a simple, fast 
and free solution to predict COVID-19 using a 
chest X-ray image as inputs and python scripts 
with deep learning from Fastai package. This is 
a prototype classifier to be improved and 
implemented as Web and mobile apps. 
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Introduction 
The current evolution of COVID-19 [1,2] determines the need for fast and cheap solutions for the 
diagnostics. The majority of the patients with this disease suffers of severe lung problems and 
therefore the chest X-ray is the main medical test to check the disease evolution. Sometimes is difficult 
to say that a patient has COVID-19 using only the medical images because the images could be similar 
with other lung pathologies. Therefore, only an Artificial Intelligence method such as Deep Learning 
(DL) [3] could find complex patterns between the image pixels in order to make difference between 
COVID-19 and non-COVID-19 or other pathologies chest X-rays. The advantage of DL is that it is not 
needed to know which features in the input images are good for classification. Deep learning does the 
feature extraction for you (there is no need to have medical knowledge in the field). Several scientists 
published academic papers, free online datasets or scripts for CODIV-19 classifiers [4,5]. 
This project is proposing to find the simplest deep learning topology for this task by using 
python/Fastai. The future plan is to improve it with more medical images, to include it into free code 
repository and to implement it as Web and mobile free applications. 
 
Materials and Methods 
The medical images dataset was obtained from Minaee et al. [4]: 183 images for COVID-19 and 366 
images for non-COVID-19 / other pathologies. The dataset was split into training and validation 
subsets (see Figure 1). 
 

 
Figure 1. COVID-19 dataset composition. 

 
In order to obtain the best classifier for COVID-19 prediction, Deep learning methodology has been 
used from python with the help of Fastai (based on pytorch). The dataset was normalized and extra 
data augmentation has been applied. Transfer learning techniques for training the classifiers have been 
used with different pre-trained networks. Thus, only the fully-connected part of the network is trained 
very fast. In addition, better classifiers have been trained with fine-tuning techniques where 
convolutional blocks are trained too. Five network topologies of Convolutional Neural Networks [6] 
have been trained: VGG19 BN [7], Resnet 34, Resnet152 [8], Squeezenet 1.1 [9], and Densenet 169 
[10]. The metrics for training was based on accuracy and recall (random seed=2, batch size=16). 
 
Results and Discussion 
All DL topologies are able to build a DL classifier for COVID-19 / non-COVID-19 medical images by 
using pre-trained networks. The initial weights were obtained by training mentioned topologies with 
ImageNet [11]. The transfer learning method demonstrates its power by re-using learned convolutional 
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blocks. These blocks have been trained for other classes and represents basic image patterns that will 
be used in our classification by training only the fully-connected part of the networks for our particular 
task. Figure 2 shows for the models reads a sample of matrices of pixel inputs. 
 

 
Figure 2. COVID-19 dataset samples read by deep learning algorithms. 

 
In few epochs, all networks demonstrated the capacity to build classifiers for COVID-19 diagnostics 
in chest X-ray images with accuracy and recall of 1.00. Even with these perfect results, some 
topologies demonstrated more variability during the training and overfitting of the trained network. 
The best classifier was the one with the minimum variance during the training, the minimum number 
of batches to accuracy of 1.0, and the minimum number of parameters. 
Thus, the best classifiers to predict COVID-19 in chest X-rays was provides by the Squeezenet 1.1.  
 

 
Figure 3. Error for training and validation subsets during the training of Squeezenet 1.1 with COVID-

19 / non-COVID-19 chest X-rays 
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This network is extremely small compared with the other ones (number of trainable parameters) and it 
is very suitable for its use in small devices. With 50x fewer parameters compared with basic topologies 
such as AlexNet and less than 0.5 MB model size, Squeezenet is the perfect solution to create in the 
future a Web and mobile app that needs very low resources (RAM, CPU, GPU). Figure 3 presents the 
evolution of training and validation error during the training. 
All the results for the rest of network topologies will be presented into an extended publication. The 
python scripts to build all the classifiers, the errors, all the plots and other statistics will be available 
Jupyter notebooks into a free GitHub repository. The Web and mobile apps will be available for free to 
be used in any device. 
 
Conclusions 
This project demonstrated that with a small public dataset and with only few lines of code in 
python/Fastai it is possible to obtain a very small and fast deep learning classifier as a model prototype 
for future Web and mobile applications. It is possible to obtain very accurate classifiers with small 
dataset by using data augmentation and pre-trained deep neural networks, without being expert in 
COVID-19 chest X-ray medical images - DL becomes the expert to find the differences of complex 
pixel patterns. 
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