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The maximum entropy principle (MEP) is a powerful statistical inference tool that provides a 

rigorous way to guess the probability distribution of the states of a system which is known only through 

partial information. 

Generalizing the Shore and Johnson’s axioms, Jos Uffink (1995) proved that the functionals which 

are suitable to be used in the MEP belong to a one-parameter family, which the Shannon entropy is a 

member of. The resulting probability distributions are generalized exponentials, of which Boltzmann 

distribution is a special case. It has been discussed (P. Jizba and J. Korbel, 2019) that this generalized 

approach is suitable to study systems which do not respect standard hypothesis such as ergodicity, 

short-range interactions or exponential growth of the sample space: the resulting probability 

distributions take into account correlations that may not have been observed. 

In this presentation, the maximum likelihood method to evaluate the parameters of such 

distributions and to perform model selection starting from empirical data will be discussed. 

In particular, it will be shown that the maximum likelihood approach to estimate the Lagrange 

multipliers leads to an equation that justifies the use of the q-generalized momenta as constraints in the 

entropy maximization.  Moreover, it will be shown that the likelihood function spontaneously emerges 

from the maximization of entropy: in particular, it will be proved that the log-likelihood is equal to 

minus the entropy once the Lagrange multipliers are fixed to satisfy the maximum likelihood condition. 

Lastly, simple examples based on synthetic data will be presented to show that this approach 

provides accurate estimations of the parameters. 
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